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ABSTRACT
Socrates described a group of people chained up
inside a cave, who mistook shadows of objects
on a wall for reality. This allegory comes to mind
when considering ‘routinely collected data’—the
massive data sets, generated as part of the
routine operation of the modern healthcare
service. There is keen interest in routine data
and the seemingly comprehensive view of
healthcare they offer, and we outline a number
of examples in which they were used
successfully, including the Birmingham
OwnHealth study, in which routine data were
used with matched control groups to assess the
effect of telephone health coaching on hospital
utilisation.

Routine data differ from data collected
primarily for the purposes of research, and this
means that analysts cannot assume that they
provide the full or accurate clinical picture, let
alone a full description of the health of the
population. We show that major methodological
challenges in using routine data arise from the
difficulty of understanding the gap between
patient and their ‘data shadow’. Strategies to
overcome this challenge include more extensive
data linkage, developing analytical methods and
collecting more data on a routine basis, including
from the patient while away from the clinic. In
addition, creating a learning health system will
require greater alignment between the analysis
and the decisions that will be taken; between
analysts and people interested in quality
improvement; and between the analysis
undertaken and public attitudes regarding
appropriate use of data.

In the famous cave allegory from Plato’s
Republic, Socrates described a group of
people chained up inside a cave, with
their heads secured in a fixed position to
view the wall in front of them.1 A fire

was burning, and various people passed
between this fire and the captives. These
people carried objects, creating shadows
on the wall that the captives mistook for
the objects themselves. This is an apt alle-
gory to keep in mind when considering
‘routinely collected data’—the varied,
and massive, person-level data sets that
are generated as part of the routine oper-
ation of modern healthcare services.
Huge enthusiasm exists for routine

data, which offer a seemingly panoramic
view of healthcare.2 3 The hope is that
these data can identify ways to improve
the quality and safety of healthcare, and
thus lead to a learning healthcare
system.4 5 Yet, routine data provide only
vague shadows of the people and activ-
ities they represent. Routine data are gen-
erated for the purposes of delivering
healthcare rather than for research, and
this influences what data are collected
and when. Thus, analysts of routine data
cannot assume that they provide the full
or accurate clinical picture, let alone a
full description of the health of the
population.
Our research group uses routine data

to improve decision making in health and
social care. Many successful studies show
that data shadows can be interpreted
intelligently to improve care. However,
the partial picture afforded by routine
data means that there are considerable
challenges to achieving a learning health-
care system,6 and these may explain why
‘big data’ seems to have attracted as much
scepticism as enthusiasm.7–9 In this
article, we discuss the need to improve
the information infrastructure of health-
care systems and to understand better the
factors that influenced what data were

Open Access
Scan to access more

free content

ORIGINAL RESEARCH

Deeny SR, et al. BMJ Qual Saf 2015;24:505–515. doi:10.1136/bmjqs-2015-004278 505

 on A
pril 19, 2024 by guest. P

rotected by copyright.
http://qualitysafety.bm

j.com
/

B
M

J Q
ual S

af: first published as 10.1136/bm
jqs-2015-004278 on 10 June 2015. D

ow
nloaded from

 

http://crossmark.crossref.org/dialog/?doi=10.1136/bmjqs-2015-004278&domain=pdf&date_stamp=2015-06-11
http://qualitysafety.bmj.com/
http://www.health.org.uk/
http://qualitysafety.bmj.com/


collected. Matching the rapid growth in the availabil-
ity of large data sets with knowledge about how they
were generated will require supplementing big data
with ‘small data’, for example from clinicians, patients
and qualitative researchers. Creating a learning health-
care system will also require greater alignment
between analysts and people interested in quality
improvement, to ensure that data analytics provides
supportive decision making while being sufficiently
embedded within the healthcare system and maintain-
ing public trust in the use of data.

TYPES AND USAGE OF ROUTINE DATA
It will be immediately apparent to anyone who seeks
to use routine data that most healthcare systems do
not contain a single comprehensive data set, but a
patchwork quilt.10 From our experience of the
English National Health Service, we have found that
the data that are most often used tend to be those that
were generated by administrators or clinicians.
However, patient-generated and machine-generated
data are also important and the technologies that
produce them are growing in availability (table 1).
Routine data can be contrasted with data that are

collected primarily for the purposes of research, for
example for a randomised controlled trial.31 Data that
are collected for a research project can be tailored to
the specific populations, timescales, sampling frame
and outcomes of interest. In contrast, analysis of
routine data constitutes secondary use, since the data
were originally collected for the purposes of deliver-
ing healthcare and not for the analytical purposes to
which they are subsequently put. In our discussion of
routine data, we exclude data collected as part of
surveys (eg, the Health Survey for England32), and
some clinical audits,33 even if these are frequently
conducted. The specific difference is that these have a
prespecified sampling frame, whereas individuals are
included in routine data by virtue of their use of spe-
cific services.
Routine data have been used successfully in com-

parative effectiveness studies, which attempt to esti-
mate the relative impact of alternative treatments on
outcomes.34 For example, one recent study examined
the impact of telephone health coaching in
Birmingham, a large city in England. In this example,
patients with chronic health conditions were paired
with a care manager and worked through a series of
modules to improve self-management of their condi-
tions.35 Although the intervention operated in com-
munity settings, the study was able to link various
administrative data sets together to track the hospital-
isation outcomes of 2698 participants over time.
Because many of the patients had been hospitalised
previously and this group may show regression to the
mean, a control group was selected from similar parts
of England using a matching algorithm that ensured
that controls and health coached patients were similar

with respect to observed baseline variables, including
age, prior rates of hospital utilisation and health con-
ditions. This study found that the telephone health
coaching did not result in reductions in hospital
admissions, a finding that was robust to reasonable
assumptions about potential impact of unobserved dif-
ferences between the groups.35 Another study of the
same intervention, which used similar methods,
uncovered improvements in glycaemic control among
a subset of patients whose diabetes had previously
been poorly controlled.36

The Birmingham study shows that routine data have
some technical benefits (such as wider coverage, longi-
tudinal nature and relatively low levels of self-report
bias for some end points).37 However, one of the
major advantages of these data is simply that they are
available on a routine basis. This means that, for
example, matched control analyses could be repeated
on a regular basis to understand how the effectiveness
of services change over time. This is not the only tool
based on routine data that clinicians and managers
can use to measure and improve the quality and safety
of healthcare in a learning healthcare system.6 38

Other examples include:
▸ Predictive risk modelling, which uses patterns in routine

data to identify cohorts of patients at high risk of future
adverse events;39 40

▸ Analysis of the quality of healthcare, such as the identifi-
cation of cases where there was opportunity to improve
care;41 and

▸ Surveillance of disease or adverse events, such as to
detect outbreaks of infectious disease.17

In theory, all the types of routine data shown in
table 1 can be used in any of these applications but a
recurrent concern is whether the data are sufficient to
address the questions of interest. In the next sections,
we discuss some of the general limitations of routine
data, first in terms of the scope of what is included,
and then in terms of how the data are assembled.

THE SCOPE OF ROUTINE DATA: INTRODUCING
THE DATA SHADOW
Figures 1–3 illustrate some general features of health-
care systems that influence how these data are com-
monly collected. We focus of administrative and
clinically generated data, as these have been most
commonly used to date.
Figure 1 begins by taking the viewpoint of a typical

healthcare system, and shows the information that
might theoretically be exchanged as part of its
day-to-day operation. At the centre of the diagram is
the clinical encounter, during which symptoms, obser-
vations, treatment options, preferences and outcomes
may be relevant. Outside of this encounter, there is
generally one ongoing dialogue between patients and
their support network (the left hand side of the
diagram), and another between the clinician and the
wider care team (right hand side). A range of factors,
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Table 1 Types of routine data in healthcare

Data type Definition Characteristics Examples

Administrative data Data collected as part of the routine administration of healthcare,
for example reimbursement and contracting. Secondary uses
include the assessment of health outcomes and quality of care.

Records of attendances, procedures and diagnoses
entered manually into the administration system for a
hospital or other healthcare organisation and then
collated at regional or national level.
Little or no patient or clinician review; no data on
severity of illness.

Hospital episode statistics (England): Clinical coders review patients’ notes, and
assign and input codes following discharge. These codes are used within a
grouper algorithm to calculate the payment owed to the care provider.11 HES
data have been used to generate quality metrics, including hospital standardised
mortality indicators.8 Hospital episode statistics (HES) data have also been used
to build predictive risk models, for example to allow clinicians to identify cohorts
at risk of readmissions,12 or to allocate scarce resources in real time.13

Clinically generated data Data collected by healthcare workers to provide diagnosis and
treatment as part of clinical care. These data might arise from the
patient (for example, reports of symptoms) but are recorded by
the clinician. Secondary uses include the surveillance of disease
incidence and prevalence.

Electronic medical record of patient diagnoses and
treatment.
Results of laboratory tests.
Compared with administrative data, less standardised in
terms of the codes used and less likely to be collated at
regional and national levels.

Electronic medical record: More than 90% of primary care doctors reported
using the Electronic Medical Record (EMR) in Australia, the Netherlands, New
Zealand, Norway and the UK in 2012.14 Linked EMR data have been used in
Scotland to create a prospective cohort of patients with diabetes. In addition to
being used to integrate patient care, they have been used in research to
estimate life expectancy for the patient cohort.15 An evolution of the EMR (an
electronic physiological surveillance system including improved recording of
patients’ vital signs) was used to calculate early warning scores that led to a
reduction in mortality as part of an advanced predictive risk model.16

National and regional microbiological surveillance system (UK): Results of clinical
tests ordered by clinicians are recorded at a laboratory level before being
reported regionally and nationally. There is mandatory reporting of certain
infections and organisms (eg, Clostridium difficile) and voluntary reporting of
others. These data are interpreted using automatic statistical algorithms to
detect outbreaks of infectious disease.17

Patient-generated data
(type 1: clinically directed)

Data requested by the clinician or healthcare system and reported
directly by the patient to monitor patient health.

Data collected by the patient on clinical metrics (eg,
blood pressure), symptoms, or patient reported outcomes.
Choice of data directed by the healthcare system.

Swedish rheumatology quality registry: Uses patient reported data as a decision
support tool to optimise treatment during routine clinic visits and for
comparative effectiveness studies. These data have also been used to examine
the impact of multiple genetic, lifestyle and other factors on the health of
patients.18

Telehealth: For example, patients with heart failure are asked to supply
information on weight or symptoms on a regular basis, using either the
telephone19 or Bluetooth-enabled devices20

Patient-generated data
(type 2: individually
directed)

Data that the individual decides to record autonomously without
the direct involvement of a health care practitioner, for personal
monitoring of symptoms, social networking or peer support.

Symptoms and treatment recorded by the patient.
Recorded outside the ‘traditional’ healthcare system
structures.

Patients like me: An online (http://www.patientslikeme.com) quantitative
personal research platform for patients with life-changing illnesses. A
cross-sectional online survey showed that patients perceived benefit from using
these networks to learn about a symptom they had experienced and to
understand the side effects of their treatments.21 Similar platforms exist for
mental health22 and cardiology.23

Individual and patient activity on social media: Analysis of key terms on Twitter
has been used to monitor patient outcomes and perception of care. No clear
relationship between Twitter sentiment and other measures of quality has been
shown.24 25 There has also been an attempt to use search engine usage
(Google) to track and predict flu outbreaks but to date there has been no
demonstrated public health benefit.26
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including clinical practice, influence what information
is shared and recorded.42

Analysts of routine data face particular problems
because, in most healthcare systems, the information
infrastructure is better developed on the right hand
side of figure 1 than on the left hand side. Thus,
information systems gather data from the clinician
during the encounter (eg, their observations from the
patient) and from the wider care team (eg, results of
diagnostic tests) but, for most patients, there is no sys-
tematic way of communicating what happens outside
of the clinical encounter, including symptoms,
response to treatment, and the priorities of patients
and their families,43 despite the potential value of this
information for both health and healthcare.42 44 As a
result, analyses of routine data often focus on clinical
or process outcomes, and there is a risk that the per-
spective of patients might be forgotten or underva-
lued. However, there are examples of healthcare
systems that combine patient-generated data with
administrative and clinically generated data into
research databases or registries.18

Another feature of healthcare systems is that they are
more likely to interact with people who have concerns
about their health than those who do not. Moreover,
the lens of data collection is typically focused on the
patient, rather than on other groups who might be
instrumental to improving health outcomes, such as
informal carers.45 This feature leads to another limita-
tion to the scope of routine data: from a population
perspective, some groups are described in much more
detail than others (figure 2). For example, in England
young men visit a GP (General Practice, denotes
primary care practice in the UK) much less often than
women and older men,46 meaning that less informa-
tion is available on this group.
These two features mean that the picture shown by

routine data can differ markedly from the actual
experience of an individual.
Figure 3 (bottom half ) shows the information that

is typically obtainable from routine data for a hypo-
thetical individual, and would be traditionally
included in a theogram.47 Underlying each of the con-
tacts shown, information might be available about the
person’s recorded diagnoses, test results and treat-
ments. This is what we call the data shadow48 of the
person, because it is an imperfect representation of
the person’s lived experience (top half of figure 3).
The data shadow can omit many aspects of a life that
the person considers significant, including some that
may influence health outcomes, such as: whether the
person lives alone; their drug, tobacco and alcohol
intake; the breakdown of a relationship; financial
hardship; employment status; violence; and other
stressors over the life course.49 These observations are
not merely theoretical and can pose specific challenges
to the analysis. For example, it can be difficult to
assess long-term outcomes following surgery because,Ta

bl
e
1

Co
nt
in
ue
d

D
at
a
ty
pe

D
ef
in
iti
on

Ch
ar
ac
te
ris
tic

s
Ex
am

pl
es

M
ac
hi
ne
-g
en
er
at
ed

da
ta

Da
ta

au
to
m
at
ica
lly

ge
ne
ra
te
d
by

a
co
m
pu
te
rp

ro
ce
ss
,s
en
so
r,
et
c,

to
m
on
ito
rs
ta
ff
or

pa
tie
nt

be
ha
vi
ou
rp

as
siv
el
y.

Re
co
rd

of
in
di
vi
du
al
be
ha
vi
ou
ra
s
ge
ne
ra
te
d
by

in
te
ra
ct
io
n
w
ith

m
ac
hi
ne
s.

Th
e
na
tu
re
of

th
e
da
ta
re
co
rd
ed

is
de
te
rm
in
ed

by
th
e

te
ch
no
lo
gy

us
ed

an
d
su
bs
ta
nt
ia
lp
ro
ce
ss
in
g
is
ty
pi
ca
lly

re
qu
ire
d
to

in
te
rp
re
ti
t.

In
do
or

po
sit
io
ni
ng

te
ch
no
lo
gi
es
:S
en
so
rs
ha
ve

be
en

us
ed

to
re
co
rd

th
e

m
ov
em

en
to

fh
ea
lth
ca
re
w
or
ke
rs
w
ith
in
ou
t-o

f-h
ou
rs
ca
re
.2
7
A
re
ce
nt

st
ud
y
us
ed

se
ns
or
s
on

he
al
th
ca
re
w
or
ke
rs
an
d
ha
nd

hy
gi
en
e
di
sp
en
se
rs
to

sh
ow

th
at

he
al
th
ca
re
w
or
ke
rs
w
er
e
th
re
e
tim

es
m
or
e
lik
el
y
to

us
e
th
e
ge
ld
isp
en
se
rs
w
he
n

th
ey

co
ul
d
se
e
th
e
au
di
to
r.2

8

Te
le
ca
re
se
ns
or
s:
Te
le
ca
re
ai
m
s
fo
rr
em

ot
e,
pa
ss
ive

an
d
au
to
m
at
ic
m
on
ito
rin
g
of

be
ha
vi
ou
rw

ith
in
th
e
ho
m
e,
fo
re
xa
m
pl
e
fo
rf
ra
il
ol
de
rp

eo
pl
e.
29

A
Co
ch
ra
ne

re
vi
ew

on
‘s
m
ar
th

om
e’
te
ch
no
lo
gy

fo
un
d
no

st
ud
ie
s
th
at
fu
lfi
lle
d
th
e
qu
al
ity

cr
ite
ria
,2
9
an
d
a
la
rg
er
,m

or
e
re
ce
nt

ra
nd
om

ise
d
st
ud
y
ha
s
fa
ile
d
to

de
m
on
st
ra
te

a
po
sit
ive

im
pa
ct
of

th
is
ap
pr
oa
ch

on
he
al
th
ca
re
us
ag
e.
30

Original research

508 Deeny SR, et al. BMJ Qual Saf 2015;24:505–515. doi:10.1136/bmjqs-2015-004278

 on A
pril 19, 2024 by guest. P

rotected by copyright.
http://qualitysafety.bm

j.com
/

B
M

J Q
ual S

af: first published as 10.1136/bm
jqs-2015-004278 on 10 June 2015. D

ow
nloaded from

 

http://qualitysafety.bmj.com/


as people recover, they interact with the system less
often and so less information is recorded.
Figure 3 shows that data linkage may address some

of the limitations of routine data.47 While valuable
information might be missing from healthcare data, in
some cases this might be obtained from other govern-
mental, social and commercial data sets.50 For
example, approximately five million (as reported May
2014 51) working-age people claimed some kind of
social security benefit in Great Britain, and thus
records are theoretically available on their socio-
economic situation, housing and previous taxable
earnings.51 Innovative examples of data linkage
include combining mobile phone usage with police
records to show the impact of phone calls on colli-
sions while driving,52 and linking social care with hos-
pital data to predict future usage of social care.40

Although data linkage may shed light on some of the
social determinants of health, including employment
status, housing, education, socioeconomic deprivation
and social capital,53 not all life events will be
recorded. Thus, regardless of their sophistication,
routine data will only ever represent shadows of indi-
viduals’ lives.

UNDERSTANDING THE DATA GENERATING
PROCESS
In our opinion, many of the major methodological
challenges in using routine data have at their root the

difficulty of understanding the data generating
process. We define this broadly to consist of the rela-
tionships between the factors that influenced why
some data were recorded and not others.54 This
relates to the choice of diagnoses codes used, and to
the factors that influenced whether a person was seen
by the healthcare system and which treatments were
received. We now give two examples of how a lack of
clarity about the data generating process can result in
biased analysis,54 before describing in the following
section how this can be overcome.
The telephone health coaching studies have already

illustrated the risk of selection bias that can occur if,
for example, the patients enrolled into a programme
have poorer glycaemic control than those who are
not,36 when glycaemic control is also associated with
outcomes.55 Thus, a straightforward comparison of
the outcomes of people receiving health coaching
versus not receiving it will yield a biased estimate of
the treatment effect. Although matching methods can
adjust for observed differences in the characteristics of
people receiving health coaching and usual care, the
important characteristics must be identified, so suc-
cessful application of these methods requires an
understanding of why some patients received the
intervention and others did not.54

The second example relates to postoperative venous
thromboembolism (VTE), a potentially preventable
cause of postoperative morbidity and mortality. VTE

Figure 1 The first boundary of routinely collected data. This illustrates the relationship and distance between data recorded by the
patient or family and data recorded by clinician and administrative health records. Cross referencing with table 1, administrative and
clinically-generated data generally lie on the right hand side of this figure, while the two types of patient-generated data lie on the
left hand side. Based on work by the Dartmouth Institute and Karolinska Institutet.
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rate is often used in pay-for-performance pro-
grammes,56 but some clinicians have a lower threshold
in ordering tests for VTE than others, while some
hospitals routinely screen asymptomatic patients for
VTE. Therefore, if one hospital has a higher rate of
VTE than another, this does not necessarily mean that
they offer less safe care, as they might just be more
vigilant.56 Unless the analyst understands this feature
of the data, a particular type of bias will result, called
surveillance bias.57 58

Information about the data generating process is
arguably less important in other applications. For
example, when developing a predictive risk model,
the primary aim might be to make accurate predic-
tions of future risk, and the data generating process
might be considered less important as long as the pre-
dictions are valid.59 However, in general, robust ana-
lysis of routine data depends on a good understanding
of how the data were put together. This has implica-
tions for both research methods and the future

Figure 2 The second boundary of routinely collected data. This schematic illustrates the volume of data available (open ovals) from
health datasets for each group of the population defined by health status in contrast with the size of that population (filled ovals).

Figure 3 Comparison between the individual experience and the data shadow: We map the life course of a hypothetical individual,
showing age in 5-year increments, important personal events and their personal perception of health. In the first six rows of the ‘Data
Shadow’ section we indicate behavioural and environmental factors that may be damaging to health, with periods of time of
exposure illustrated with solid rectangles. In the following five sections we indicate governmental data sources that contain further
information relevant to the health of the individual, with periods of data collection indicated by rectangles. The final three categories
give a timeline of patient contact with care services (shown as a theograph47); this uses triangles, circles and lines to indicate different
types of health care (primary, secondary and tertiary care) or social care provision. Small circles indicate a GP visit, rectangles a period
in secondary, tertiary or social care and triangles an attendance at an emergency department.
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development of the information infrastructure in
healthcare systems, as we now discuss.

MAKING SENSE OF THE SHADOWS
Many of the efforts to address the limitations of
routine data have focused on developing and applying
more sophisticated analytical methods. These don’t
attempt to improve or enhance the data but, seek to
make inferences with lower levels of bias compared
with other methods. For example, a variety of analyt-
ical methods exist for dealing with selection bias60–64

and surveillance bias.58 65 For example, a recent
study58 proposed a proxy for ‘observation intensity’
when dealing with surveillance bias, namely the
number of physician visits in the last 6 months of life.
It offset the effect of variation in this proxy from the
variation in the recorded outcomes. Likewise, many
methods have been developed to deal with selection
bias, including machine-learning methods such as
genetic matching,66 and classification and regression
trees.67 Multiple imputation is now an established
technique for analysing data sets where there are
incomplete observations,68 while Bayesian inference,69

hidden Markov models70 and partially observed
Markov process71 have been used to overcome defi-
ciencies in data collection when fitting epidemiological
models to routine data. Many other examples exist.
While these developments are helpful, any analyt-

ical method will be biased if the underlying assump-
tions are not met, so it is still important to address
deficiencies in the underlying data.54 Relatively few
studies have examined the relative strengths of the dif-
ferent types of data listed in table 1 in terms of
dealing with common sources of bias.39 43 As we have
already seen, it may be possible to obtain additional
information through data linkage, and thus reduce the
gap between a person and their data shadow.15 72–75

However, data linkage increases the volume of data
available, and so may compound rather than alleviate
problems associated with understanding the data.
Although data linkage and advanced analytical tech-

niques are valuable, it seems that, in parallel with
these efforts, the information infrastructure of many
healthcare systems could also be improved to capture
more data relevant to current and future health out-
comes (figure 1) and to identify more populations of
interest (figure 2). Many outcome measures are avail-
able to choose from, but key questions are about how
these should be used within the care pathway, where
and when they should be collected, and how to put in
place a system to collect them.44 There is also a need
to balance the benefits of standardising data collection
with the heterogeneity in patient and provider prefer-
ence about what is recorded and when.76 Although
some patients might prefer to submit data electronic-
ally, others might prefer to use more traditional
methods. This was illustrated in a recent telehealth
trial, in which patients were given home-based

technology to relay medical information to clinicians
over Bluetooth, but some still took their blood sugar
information to the GP on paper.76 Showing the need
to work with both clinicians and patients to develop a
method of data collection that serves their needs as
well as providing a source of useful data for analysis.
Until we have data that more directly measure what

is important, the debate will continue about how to
interpret the available metrics.77 78 For example,
many interventions in primary and community care
aim to prevent hospital admissions.2 There are some
good reasons to reduce hospital admissions, including:
their cost; the geographical variation in admission
rates, suggesting that reductions are possible; and
findings that a significant proportion of admissions
are preventable through improvements in primary and
community care.79 80 What is less clear is the relation-
ship between hospital admissions and patient prefer-
ences for how care is delivered.81

In parallel with efforts to improve the information
infrastructure, we must match the growth in the use of
routine data with growth in understanding about how
these data were generated.82 This is a considerable chal-
lenge, particularly as the nature of the data collected is
changing over time. For example, the Quality Outcomes
Framework linked payments for primary care to indices
derived from the electronic medical record,83 and in
doing so both standardised codes and altered clinical
practice in the UK.84 The nature of the data recorded
may also change as healthcare organisations attempt to
become more person-centred, for example, as more
patients are given access to their visit notes.85 86

Ideally, routine data collection would be extended
to include variables that describe the data generating
process. In some instances this may be feasible, for
example by recording which diagnostic test was used
alongside test results.87 However, it is not always real-
istic, and instead ‘big’ data can more useful if used to
create ‘wide data’88 where ‘big data’ is supplemented
with qualitative and ‘small’ quantitative datasets, pro-
viding information on the social and technical pro-
cesses underlying data collection and processing.7

Examples within healthcare include audits of clinical
practice to identify heterogeneity or changes in testing
procedures, such as might occur in screening for
healthcare associated infections.87 89 Also valuable is
qualitative work into patient and provider decision
making,76 or patient and clinical involvement in the
design and interpretation of analysis.90

DIFFUSING DATA ANALYTICS
Even if the distance between a person and their data
shadow is reduced or at least better understood, this will
by no means create a learning health system. Routine
data can be used to develop tools to improve the quality
and safety of healthcare, but these need to be taken up
and used to deliver the anticipated benefits.91 In our
opinion, this requires closer alignment between:
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1. The questions addressed by the analysis and the deci-
sions that will be taken;

2. Analysts and people interested in quality improvement; and
3. The range of analysis undertaken and public attitudes

regarding the use of data.

Supporting decision-making
In the midst of the current hype around big data ana-
lytics, it can be easy to forget that the analytical pro-
ducts need to be developed so that they better meet
the needs of their end users (eg, managers, clinicians,
patients and policy makers) and, moreover, that it is
important for analysts to demonstrate value. The time-
liness of the analysis is important, but there are more
subtle questions about whether the analytics is tar-
geted at the decisions that clinicians and managers
must make.92 For example, although predictive risk
models identify cohorts of patients at increased risk of
adverse events,39 by itself this does not provide infor-
mation about which patients are most suitable for a
given intervention.93

Another example is that comparative effectiveness
studies often report the probability that the sample
treatment effect could have occurred by chance
(the p value), but this quantity might have limited
applicability within the context of a particular quality
improvement project.94 When developing complex
interventions,95 the decision is not between offering
the intervention or not, but many other options includ-
ing spreading the intervention, modifying the eligibility
criteria, improving fidelity to the original intervention
design or refining the theory of change.96 97 Recent
developments in analytical methods aim to assess the
relative costs and benefits of alternative decisions, and
relate these to the mechanism of action of the under-
lying interventions for the target population.98 99

Embedded analytical teams99a

Statisticians and data scientists in academia have an
essential role to play in developing new methods for
health informatics, data linkage and modelling.
Unfortunately, these groups have a limited ability to
provide routine support and evaluation within health-
care systems, with some notable exceptions.100 101

Data analysts working closely with clinicians at a local
level have the advantage of local knowledge, which
may make it easier to understand the care pathway and
data generating process. Some healthcare providers
appear to have successfully embedded data analytics,
including the US Veterans Health Administration,102

Intermountain103 and University Hospitals
Birmingham NHS (National Health Service)
Foundation Trust.104 However, in other health systems
it is more challenging to assess the number, job descrip-
tions and skills of data analysts,105 and so plan for
future workforce needs.
Ultimately, data analytics will not reach its full

potential unless its importance is recognised by

healthcare leaders. Unfortunately, in some instances
there is uncertainty about how best to establish thriv-
ing analytical teams within healthcare organisations.
Ideally, skilled analysts would be able to adapt to local
needs and bring their expertise in the design, analysis
and interpretation of data with an incentive to
produce work that is clinically relevant and benefits
patients and the public.102

Attitudes towards using data
Public trust in healthcare providers and research must
not be undermined by real or perceived abuses of
data.3 106 Given data protection legislation that is gen-
erally formulated in terms of consent, system of col-
lecting explicit patient consent for the secondary use
of data would give the greatest certainty to both
patients and the users of data, and has been sign-
posted as an aim in England.3 However, the primary
focus when individuals interact with the health system
is delivering healthcare, often with several points of
access for patients, and so consent is not always
sought for the secondary use of data that are gener-
ated as part of this interaction.
In the absence of consent, legal frameworks are

necessary that strike the right balance between privacy
and the public good,3 107 and policy development in
this area must be informed by an understanding of
complex public attitudes about the use of data,108 109

which requires an ongoing dialogue about the uses to
which the data are put. Although most discussions
about routine data are formulated in terms of identify-
ing the subset of people who would prefer that data
about them were not used in analysis, it is also worth
bearing in mind that the ‘data donation’ movement
shows that many people are prepared to contribute a
wide range of data to improve healthcare for other
people, as well as to further medical and scientific
understanding.110 111

CONCLUSIONS
Ongoing feedback of insights from data to patients,
clinicians, managers and policymakers can be a power-
ful motivator for change as well as provide an evi-
dence base for action. Many studies and systems have
demonstrated that routine data can be a powerful tool
when used appropriately to improve the quality of
care. A learning healthcare system may address the
challenges faced by our health systems,2 but for rou-
tinely collected data to be used optimally within such
a system, simultaneous development is needed in
several areas, including analytical methods, data
linkage, information infrastructures and ways to
understand how the data were generated.
Those familiar with the final part of Plato’s allegory

will know that one captive escaped his chains and
gained full knowledge of his world. In that instance,
the experience was not a happy one—on returning to
his peers, they were not receptive to his offers to free
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them from their chains.1 While there is huge enthusi-
asm for routine data, diffusing data analytics through-
out a healthcare system requires more and more
sophisticated ways of analysing the shadows on the
wall, and ongoing communication between different
groups of people with very different perspectives.
Only in this way will we achieve closer alignment
between data analytics and the needs of decision
makers and the public.
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