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Rigorous evaluations of evolving 
interventions: can we have our cake 
and eat it too?

Robert E Burke,1 Kaveh G Shojania2

The years immediately following the 
widespread interest in patient safety1 and 
then healthcare quality2 saw considerable 
debate between pragmatically  oriented 
improvers and research-oriented evalu-
ators3–6 —or between ‘evangelists’ and 
‘snails’ as one longtime observer charac-
terised the two groups.7 Too often, enthu-
siastic improvers (‘evangelists’) relied on 
simple pre-post designs within a single 
context leading to erroneous claims 
of efficacy.8 In contrast, research-ori-
ented investigators (‘snails’) and journals 
pushed for ever more rigorous designs 
including randomised trials, potentially at 
the cost of discouraging many improvers 
without this training and leading to 
slower development and deployment of 
effective interventions.9 10 Many clini-
cians, quality improvement (QI) experts 
and researchers are thus caught in a quan-
dary: how best to evaluate a candidate QI 
intervention? How can we best balance 
the pragmatic needs of improvement—
including the frequent need to refine the 
intervention or its implementation—with 
the requirement of most traditional eval-
uative designs, which typically require a 
static intervention?

We believe this question is one of the 
most important issues to consider when 
developing a QI intervention and is often 
not considered carefully enough—either 
by snails or evangelists. Decisions about 
when and how to evaluate potentially 
promising interventions can have crucial 
implications for the future of the inter-
vention and the patients it could affect.

Two recent examples of 
improvement interventions 
evaluated using traditional 
designs
In this issue of BMJ Quality and Safety, 
Swaminathan and colleagues11 present 

a rigorous evaluation of the Michigan 
Appropriateness Guide for Intravenous 
Catheters  (MAGIC) QI intervention, 
intended to reduce adverse events stem-
ming from the insertion of peripher-
ally  inserted venous central catheters 
(PICC). PICCs have become ubiquitous 
as a substitution for a central intrave-
nous line when patients need longer term 
central intravenous access, but clinicians 
often order them unnecessarily or order 
inappropriate types—for example, a 
double-lumen PICC when a single-lumen 
PICC would work just as well and carry a 
lower risk of complications. The authors 
implemented MAGIC at a single inter-
vention hospital and used data from nine 
contemporaneous controls drawn from a 
QI collaborative in the state of Michigan 
(all 10 sites participate in the collabora-
tive).

The MAGIC intervention included 
computerised decision support at the 
time of ordering and a much larger role 
for PICC nurses to regulate appropriate 
PICC placement. Training was also 
delivered for PICC nurses and ordering 
providers. Outcomes included rates of 
inappropriate PICC use and device-re-
lated adverse events. The intervention 
achieved a statistically significant but rela-
tively small decrease in the rate of inap-
propriate PICC use at the intervention site 
after adjustment for measurable potential 
confounders (incidence rate ratio 0.86; 
95% CI 0.74 to 0.99, P=0.048). Fewer 
adverse events occurred at the interven-
tion hospital, but this reduction largely 
reflected fewer catheter occlusions. Rates 
of venous thrombosis and infection rates 
remained unchanged, though prior work 
by the authors has shown low rates for 
both of these complications (5.2% and 
1.1%, respectively, for thrombosis and 
infection).12
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Some might characterise these results as disap-
pointing—bordering on a ‘negative trial’. The authors 
(understandably) regard the intervention as having 
achieved some success and probably hope to refine the 
intervention further and test it in other hospitals in 
this collaborative. We do not seek to debate this point. 
Our interest here lies in discussing the tension in QI 
between the need to refine interventions, especially 
early in their development, and the desire to conduct 
rigorous, compelling evaluations to demonstrate their 
impact.

Consider a second example, in which Westbrook 
and colleagues evaluated a bundled intervention to 
reduce nurse interruptions during medication admin-
istration using a cluster  randomised controlled trial 
(RCT).13 For every 100 medication administrations, 
nurses on intervention wards experienced 15 fewer 
non-medication-related interruptions compared with 
control wards. Using results from their previous work 
on the risk of adverse drug events with interruptions 
during medication administration,14 the authors them-
selves acknowledged that the observed reduction in 
interruptions would likely achieve little benefit for 
patients. Moreover, the nurses hated wearing the ‘do 
not interrupt’ vests, which constituted a core feature 
of the intervention.

Why these two examples?
What both interventions share, in addition to their 
small to modest impacts, is the use of rigorous, tradi-
tional evaluation paradigms—one an interrupted time 
series combined with contemporaneous controls (about 
as rigorous a non-randomised design as possible) and 
the other a cluster RCT. Yet, the disappointing effect 
sizes raise the question: did these interventions need 
further refinement before subjecting them to rigorous 
evaluation?

In the case of the MAGIC, the authors had a reason-
able idea for an intervention, but much less prior work 
to inform the precise ingredients or implementation. 
In the example of the cluster RCT of a bundled ‘do 
not interrupt’ intervention, substantial prior work (not 
just by these authors) had explored this type of inter-
vention. Thus, the investigators did not plan modifica-
tions to the intervention or its implementation strategy. 
Consequently, it made sense to randomise wards to a 
fixed intervention or to usual care and focus on eval-
uating the impact. That said, it obviously occurred 
to Westbrook et al13 that the nurses might not like 
wearing the vests, since they solicited this feedback as 
part of their results. Thus, they might have anticipated 
the need for making some changes to the intervention.

We  recognise that hindsight is 20–20, and that the 
increasing use of controlled before-and-after studies, 
interrupted time series, and RCTs to evaluate improve-
ment interventions represent a welcome advance 
compared to the simple  before-after study, which 
has nothing to recommend  it yet remains woefully 

common. On the other hand, we question the degree 
to which these traditional designs provide the appro-
priate balance between rigour and the need to refine 
interventions, since these evaluative designs presume 
a ‘fixed’ or unchanging intervention. None offer an 
obvious way for investigators to modify the interven-
tion in response to implementation challenges or a 
disappointing effect size. More adaptive versions of 
these traditional evaluative designs do in fact exist, 
and we believe are underused.

Having our cake and eating it, too: 
rigorous evaluative designs which permit 
refinements to the intervention
Plan-Do-Study-Act (PDSA) cycles offer the most 
familiar and accessible way to iteratively improve an 
intervention, but this approach has two main chal-
lenges: (1) it requires specialised expertise and effort 
to do well,15–17 and (2) improvers may struggle to 
successfully pair this with a rigorous evaluative design. 
However, pairing high-quality PDSA cycles with run 
charts or statistical process control (SPC) charts can 
be a powerful and rigorous approach.18 19 We have 
published many studies using SPC, but a particularly 
compelling example involved an ‘electronic physio-
logical surveillance system’ implemented in two hospi-
tals in England.20 Nurses recorded patients’ vital signs 
using a handheld device, which then algorithmically 
determined if another set of vitals should be done 
sooner, whether care should be escalated to a Rapid 
Response Team, and displayed the required timing 
of the response automatically on the same handheld 
device. Understandably, given the complexity of the 
intervention, the investigators permitted flexibility 
in aspects of the roll-out at the two hospitals with 
built-in cycles for improving fidelity to the interven-
tion. Importantly, the authors could track how often 
the intervention was used at each site. This allowed 
them to powerfully demonstrate statistically signif-
icant decreases in mortality rates that occurred in 
temporal association with successful deployment of the 
intervention.20

For larger multisite studies, ‘stepped wedge’ designs 
offer an appealing option21 22 that will seem familiar 
to those accustomed to PDSA cycles. In their most 
rigorous form, they are cluster  randomised trials, 
except that randomisation determines not whether a 
site receives the intervention, but rather when. The 
total number of sites is randomised into sequential 
cohorts, with all cohorts eventually implementing 
the intervention and each providing control data in 
the meantime. This design preserves the benefits of 
randomisation and also allows investigators to identify 
implementation challenges during the first cohort, and 
make adjustments if needed before moving on to the 
second cohort. Stepped-wedge trials can also increase 
the power to detect differences in smaller samples, 
since each site provides both control and intervention 

 on M
arch 29, 2024 by guest. P

rotected by copyright.
http://qualitysafety.bm

j.com
/

B
M

J Q
ual S

af: first published as 10.1136/bm
jqs-2017-007554 on 9 F

ebruary 2018. D
ow

nloaded from
 

http://qualitysafety.bmj.com/


253Burke RE, Shojania KG. BMJ Qual Saf 2018;27:251–254. doi:10.1136/bmjqs-2017-007554

Editorial

data, with no need to divide the total N into mutu-
ally exclusive intervention and control sites. We have 
also published so-called ‘naturalistic’ stepped-wedge 
studies,23 24 which potentially introduce bias due to 
the lack of randomisation (eg, if the sites most eager 
to implement and best poised to succeed make up the 
first cohort), but still represent a reasonably rigorous 
design.

Consider how MAGIC might have benefited from 
using a stepped-wedge design (randomised or not). 
Instead of roughly 1000 intervention patients and 
6000 controls, in the stepped wedge, the study could 
be thought of having 7000 controls and 7000 interven-
tion patients—substantially strengthening their power 
to find important differences in patient outcomes 
that might be of most interest but have low baseline 
prevalence rates (such as thrombosis and infection). 
Similarly, the authors could build in time to evaluate 
their intervention at different clinical sites, deriving 
important insights into how to make the intervention 
generalisable beyond their single intervention hospital. 
All the hospital sites were already part of the collabo-
rative and collecting PICC-related data; the additional 
effort may have been small relative to the real benefits 
in terms of rigour of the evaluation.

For interventions that are complex or multicompo-
nent, where the greatest risk consists of unsuccessful 
implementation, an important alternative is an adap-
tive or Sequential Multiple Assignment Randomized 
Trial  ‘SMART’ design.25 In this randomised design, 
intervention sites or clusters that do not success-
fully implement the health system intervention after 
a certain period of time are again randomised—to 
receive a different method of support for implemen-
tation of the intervention. Sites or units that success-
fully implement the intervention at the outset do not 
receive any additional intervention. The timing and 
types of support can be prespecified, and again offer 
insight into generalisability of the intervention or key 
ingredients to successful implementation at different 
study sites. Rather than waiting until the end of the 
trial to discover some sites had struggled to implement 
the intervention, much less evaluate its effectiveness, 
steps built into the trial can ‘catch’ struggling sites 
and intervene to support them in successfully imple-
menting the intervention—which is, after all, what is 
needed to evaluate the intervention’s value. This can 
be thought of having the effect of reducing the differ-
ence between ‘intention to treat’ and ‘per-protocol’ 
analyses for complex health system interventions.

This ‘SMART’ design might well have benefited the 
evaluation of the intervention reported in our second 
example by Westbrook et al.13 Their ‘do not interrupt’ 
bundle consisted of multiple elements: nurses wearing 
the ‘do not interrupt’ vest; interactive workshops with 
nurses about the intervention; standardised education 
sessions with clinical staff as well as patients to remind 
them not to interrupt the nurses except for serious or 

urgent concerns; and the use of reminders posted on 
the unit.13 While there was high fidelity for wearing 
the vest among nurses on the intervention units, adher-
ence to other aspects of the bundled intervention was 
not measured or not reported. One can easily imagine 
low adherence to or impact from these other elements 
of the intervention, given conflicting priorities on 
busy inpatient wards. The authors could have built in 
times where fidelity to the bundled intervention was 
measured on intervention wards, and wards with low 
fidelity received additional support to make sure the 
intervention was deployed as intended, allowing us to 
understand its value and gaining important informa-
tion along the way about how best to implement it. 
Westbrook et al are not alone in struggling with this 
issue, which is surprisingly common among multicom-
ponent QI interventions that are subsequently tested 
in large cluster RCTs.26

Adaptive study designs provide rigour in evaluation, 
allow flexibility to modify the intervention and demand 
that improvers stop at intervals to measure progress. 
This does not just provide critically important context 
for generalising to other systems, but also allows eval-
uation of the intervention in its optimal form (ie, at 
its maximum effectiveness)—and if the benefit remains 
disappointingly small, allows improvers to move on 
and pursue other paths.

The rigour by which QI interventions are evalu-
ated is increasing, with journals increasingly pushing 
for randomised designs in order to be considered for 
publication.10 This debate has gone on for some time, 
with broad agreement that evaluations such as simple 
before-after studies are not sufficiently rigorous,9 
especially retrospective ones, where the evaluation 
has clearly come as an afterthought. However, we 
believe this focus on randomisation misses a critical 
point: that QI interventions often require some refine-
ment—of the intervention itself or the implementation 
strategy—and thus need flexible, adaptive evaluations. 
PDSA cycles paired with SPC charts, stepped-wedge 
designs and SMART trials can all provide rigorous 
evaluations that allow for such flexibility. Moreover, 
the refinements allowed by these designs provide 
valuable lessons learnt which will assist in further 
dissemination of effective interventions. The balance 
between flexibility and rigour provided by adaptive 
designs may provide the best balance between ‘snails’ 
and ‘evangelists’ and more rapidly identify and deploy 
effective system-level interventions, which remain in 
sadly short supply.
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