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Understanding and improving the rela-
tionship between people and their
working environment can reduce the
chance of errors, improve human per-
formance and thus enhance the perform-
ance of the whole system.1 One way of
achieving this is to train humans to better
understand the environment that sur-
rounds them. Another is to configure a
better environment in the first place. As
technology advances, so the multitude of
ways to achieve this latter aim increases,
and the more important it becomes to
consider not just what the technology
can do but what it should do to assist
humans. This human-centred approach
to systems—the science and practice of
what is now known as human factors
engineering (or ergonomics)—has not
always been prevalent2 3 but has become
a key component of how we develop
better ways of doing things, especially in
the military, transport and high-risk
industrial domains. In healthcare, this
realisation has been slower but is now
also becoming widely recognised.
The application of human factors in

healthcare has largely focused on
problem identification and training based
on models from aviation.4 Though this
has produced some notable successes,5

substantial and sustained behavioural
change remains a challenge.6 A key limi-
tation of this approach in healthcare is
the superimposition of training on
systems that are already deficient in
design and thus continue to be predispos-
ing to error.7 In the application of train-
ing, checklist and other behavioural
adaption principles from other high-risk
industries, the extant level of human-
centred engineering in these industries
has been somewhat forgotten. All too
often we place the emphasis on changing
humans because they are flexible and
adaptive, and hold the components

(technological or otherwise) together.8

Instead, technology that does not func-
tion in the workplace as anticipated
should be seen as a problem for the
design and configuration of the equip-
ment, not the human beings.9 10

A growing number of studies of health-
care equipment find that technology may
not support the users in the best
way,11–13 creating the opportunity for
error that would be best avoided through
better design rather than training. In this
journal several recent papers14 15 and
commentaries15 16 have expounded this
argument, while changes in regulatory
advice and standards reflect the recogni-
tion that human factors engineering
should be incorporated earlier and more
comprehensively into device develop-
ment.17 18 Eventually, equipment designs
better suited to human abilities will be
more prevalent. This in turn will result in
fewer errors, improved safety and quality,
and overall better system performance,
without having to rely solely on expen-
sive and brittle behavioural solutions.19 20

Indeed, focusing on technological recon-
figuration rather than training may bring
about human performance changes that
direct behavioural intervention may be
ineffective at addressing.
Human factors integration is the term

generally used to describe the top-down
assimilation of human-centred considera-
tions in systems engineering. For example,
the US Army’s MANPRINT programme
and the UK Human Factors Integration
Defence Technology Centre focus on
ensuring the needs of the solider are met
throughout the lifecycle of a system, as
failures to do so in the past have proven
costly in money and lives.21 These pro-
grammes support the development of
equipment and training together through
a human-centred approach, working at
different levels within the services to
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improve human–system integration. Cooke and
Durso22 also offer an interesting perspective on
systems design and human integration, exploring how
expertise in cognition has been applied to a range of
engineering problems. A great many books are also
available that derive their evidence largely from space,
transport, defence and energy industries, which makes
these arguments difficult to ignore.23 24

However, a word of caution is needed. Healthcare
may be faced with three particular problems that are
less prevalent in these other industries. First, few
healthcare systems are acquired as a ‘whole’. Rather,
each hospital acquires different technologies at differ-
ent times, resulting in a complex amalgam of equip-
ment of varied design, origin, purpose and age,
making technological, let alone human, integration
challenging. Second, as systems are only replaced peri-
odically, better human-centred technology may take a
long time to reach clinicians, meaning that deficient
systems remain in use that predispose to error and
harm. We need to consider how these problems might
be addressed more immediately. Finally, despite sub-
stantial progress towards better designed systems, and
considerable clinical engagement in human factors
and quality solutions, there is still a gap between
research and practice in the development and procure-
ment of human-centred technology. In short, how can
we take the best principles and apply them now, to
address the needs of clinicians who feel that they may
be ‘stuck’ with a system that needs fixing?
In this issue, Kobayashi and colleagues25 describe an

intervention to do just that. They demonstrate
improvements in performance with an existing tech-
nology by reconfiguration based on human factors
engineering principles. This is an original approach to
a problem that is technological, yet is initiated by and
thoroughly developed at the clinical interface. The
authors’ approach consists of more than just training,
a checklist or process standardisation and thus does
not rely on direct behavioural change. Instead, the
approach focuses on reconfiguring system components
within the influence of the clinicians to address a
recognised local deficiency and clinical need. With
this approach, successfully reconfiguring the system
produces behavioural changes—in this case, more
appropriate responses to patient deterioration—in
contrast to the traditional approach in healthcare,
namely exhorting staff to pay more attention or be
more careful.
The approach covers several dimensions of human

factors (physical, cognitive, organisational), illustrat-
ing the systems view that improvements do not
happen in isolation; rather, that a thorough under-
standing of the mismatch between technology and
human requirements can lead to a range of small fixes
that together add up to a wholesale improvement.
This, therefore, is human–systems integration at the
‘sharp end’ of care that provides a practical approach

to technological improvement for the benefit of staff
and patients.
Sufficient application of the right expertise brings

the opportunity to improve upon the use of existing
technology through better equipment and workplace
configuration. This innovative approach is not fre-
quently documented in other industries, though it
almost certainly is extant there, and is a particularly
valuable approach for healthcare. However, challenges
remain. Though it may be easy to regard this type of
work as ‘common sense’ in fact it can be technically
challenging and uncertain. Knowing where and when
to use this type of solution is another important con-
sideration. Kobayashi’s team was large and multidis-
ciplinary. That range of expertise is often not
available. In particular, if human factors expertise is a
required component of this approach it needs to be
cost effective and scalable. Access to this type of
expertise in healthcare lags behind that of other indus-
tries, which suggests that training in human factors for
healthcare should not just be limited to aviation style
teamwork, but to a more human-centred systems
approach. In conjunction with clinical expertise, and
iterative improvement cycles, this could be a powerful
combination. Furthermore, if each mismatch between
human and technology needs to be carefully consid-
ered in this way, we will need an approach that allows
wider utilisation, and a more universal recognition
that equipment design or reconfiguration will be
essential in an industry that is still predominantly
focused on individual skills for avoiding errors.
Finally, we need to spread this user-centred reconfig-
uration of technology to other clinicians and hospi-
tals, and also to the manufacturers to encourage better
original designs.
The experience of human-centred design in a range

of other industries is that it saves lives and money.
How similar integration of human and system might
be achieved in healthcare is a question worth focusing
on, because ultimately, it is something that will almost
certainly benefit our clinicians and our patients.
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