Medical education

Medical school differences: beneficial diversity or harmful deviations?
I C McManus

Many factors may explain why graduates from different medical schools differ in their professional competence.

British medical students enter medical school at the age of 18 and qualify 5 or 6 years later at the age of about 24. By that time they have spent their whole adult life—and, indeed, a quarter of their entire life—in one educational establishment. So all-encompassing, so involving, so potentially overwhelming is a medical school that sociologists such as Erving Goffman might classify them with other “total institutions” such as prisons, asylums, monasteries, and barracks where daily life is regimented, where the social world primarily revolves around the institution and its members, and whose ultimate goal is a plan structured as much for the ultimate benefit of society as for the needs of the inmates.

If educational environments really matter, then medical schools should be the ideal place for spotting an effect. So what demonstrable effect is there? Five years at 300 working days a year, eight hours a day (and never mind the nights), is more than the notional 10,000 hours which are said to become necessary to become an expert in a skill. Indeed, there are 2000 hours left over to become pretty skilled in a host of other activities such as playing rugby, drama, music, or any other avocation.

Anecdotes abound about the experience of medical school, and a useful anthology is “My medical school” edited by the doctor-poet Dannie Abse.1 In his introduction, Abse comments on how many aspects of medical education seem common to all medical schools, and that there are more similarities than differences. An educationalist, however, reads the accounts very differently. When Lord Platt described how in Sheffield during the First World War there were only 12 students in the year, one wonders how the experience must have differed from that of Sir Derrick Dunlop in 1920s Edinburgh where “the crowd was so great that it was often necessary to stand on a bench to catch a glimpse of the patient under discussion”. Another doctor-poet, Edward Lowbury, contrasts 1930s Oxford where the emphasis was on “the growing points and gaps in knowledge, the disciplines of research and the critical reading of original papers” with The London Hospital where “the approach was more dogmatic, and the unwary might have imagined that all knowledge was wrapped up in their textbooks and lecture notes”. Is it possible that so many formative years in such different institutions resulted in doctors who are almost indistinguishable?

Despite its importance and obviousness, few studies have assessed the key question of the extent to which different educational environments—be they differences in philosophy, method of delivery, content, approach, attitudes, or social context—produce different sorts of doctor. Folk mythology certainly believes that medical schools make a difference—as the generic version of one joke goes: “You can tell a St Swithin’s man but you cannot tell him much”. However, an extreme contrarian view says that none of these things matter. After all, “cream rises to the top” irrespective of its container, and bright motivated creative medical students will pick out what matters from the multifarious raw material presented by their medical school. When multitalented ability is allied with a professionally driven motivation and a wealth of clinical experience (and, as Abse says, “Every patient ... teaches his physician about the subject of medicine”), then caring, compassion, and clinical competence are surely inevitable, whatever the educational environment. Hard data to refute that strong position are difficult to find, mainly because few studies have compared the educational effects of medical schools. There are many reasons for this, not the least of which is that institutions do not like being compared. When medical schools are weighed in the balance then some may be found wanting, so a sophisticated, self-congratulatory, mutually supporting culture of educational protectionism has arisen. Woe betide this person who asks such questions—they can only make enemies and few will thank them, even should the institutions themselves have originated the study.

Such an educational context, along with the intrinsic interest of understanding malpractice, makes the paper by Waters et al in this issue of QSHC of double interest. Information on malpractice claims of individual doctors is publicly available in America, making it possible—without the need for schools themselves to cooperate—to ask whether the graduates of some schools are more likely to be sued than others. Of course, whenever institutions can be ranked in order then some are inevitably higher than others—after all, even random numbers differ in size—and the challenge is to demonstrate convincingly that such differences are genuine. Perhaps most crucial, as here, is the demonstration of long-term stability; schools producing a higher proportion of graduates with malpractice claims at one time tend to be those that also have a higher proportion at another time. What might cause such systematic differences in the graduates of different institutions?

Many things, is the simple answer. Different sorts of applicant apply to different sorts of schools for different reasons, and different schools probably use different criteria and methods for selecting their entrants from among those applicants.1 Medical schools differ in their social worlds and in their philosophy, outlook and approach to teaching, and students at different schools have different amounts of clinical experience.4 The net result of these and other differences is that graduates of different medical schools end up in different careers.4

“... the medical student is the aggregate of a range of influences ...

Implicit in any such view of medical education is an “additive model” whereby the medical student is the aggregate of a range of influences that model him or her in the way that clay is moulded by the fingers of a sculptor. That, though, is only part of the story. Medical schools are dynamic social institutions in which the students interact with each other, each year or class developing its own personality which is far from predictable from the sum of its parts. This becomes painfully apparent to medical school examiners who find a far higher proportion of failures in one year than previously, despite the course being the same, the examination being similar, and the average social and educational qualifications of the students seeming to be equivalent. Some years are “good” and others “bad” because students, like peers in general, influence each other in their attitudes and approaches to education. A more subtle
version of this argument suggests that graduates of different institutions differ in relation to the diversity (the variance) in the individuals in their classes. A rich and complex social, ethnic, and class mix among the students is said, with some supporting evidence, to result in more socially able graduates who can interact more effectively in complex, modern social worlds. Whether any or all of these factors are responsible for the differences in medical practice found by Waters et al. is far from clear at present. What is clear is that graduates from different medical schools not only differ in their propensity to cheer for Light Blue rather than Dark Blue or some other colour, but also in their professional competence (or, more precisely, their incompetence).

Understanding the reasons for this will tell us both about malpractice and about the enduring effects of different approaches to education.
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Monitoring outcomes in primary care

**Monitoring clinical outcomes in primary care**

R Baker

Is monitoring clinical outcomes in primary care possible and, if so, is it worthwhile?

Several arguments can be readily raised against monitoring outcomes in primary care. Many patients attending primary care have minor self-limiting illnesses, and the only outcomes that might be of interest for monitoring would be significant adverse events such as drug reactions. At the practice or practitioner level the numbers of patients with significant disorders are small, and distinguishing the impact of variations in quality of care from case mix and random variation is difficult. Research evidence is often incomplete and the relationship between the process of care and its outcome is not well established. The interval between the delivery of healthcare interventions and eventual outcome can be many years, as in the case of illness prevention strategies. Primary care is provided by teams, and it is frequently impossible to ascribe a particular outcome to the care provided by an individual doctor or nurse. Some family doctors would also argue that their role is more complex than simply the achievement of desirable clinical outcomes following illness episodes; family doctors have long term relationships with their patients, and ultimately all their patients die.

Intermediate outcomes have offered one approach for responding to these problems. Monitoring of immunisation rates has long been routine in the healthcare systems of many countries, and in recent years disease control markers such as glycated haemoglobin or blood pressure have begun to be included in monitoring schemes. The validity of intermediate outcome measures depends in large measure on the completeness of the data. While information about immunisation in a population of children may be relatively easy to compile, the creation and maintenance of an accurate list of all patients with diabetes or ischaemic heart disease is much more difficult. When financial incentives are attached to the achievement of intermediate outcome targets, the problem of obtaining complete and accurate data can increase. Monitoring of deaths avoids some of the problems inherent to monitoring of intermediate outcomes. In most countries, central systems to collect and record information about all deaths are in place, and the data are much more likely to be complete. However, the disadvantages of monitoring mortality in primary care have been regarded as insurmountable, and include the small annual number of deaths in the small populations of primary care teams and practitioners, the delay between the delivery of care and death, the sharing of care between different practitioners and between primary and secondary care, and the impact of case mix. Beaumont and Hurwitz, in this issue of QSHC, have identified another problem. General practices have considerable difficulty in obtaining details about all the deaths among their patients, and they recommend that a central system should be established to fulfill this task. I have not been able to identify any developed country in which death rates in populations cared for by primary care teams are routinely studied to monitor performance at the level of the team.

"... always monitor key outcomes"

The discovery that a general practitioner was able to murder more than 200 patients over a period of 20 years and not be detected until he decided to forgo the will of one of the patients he had killed has caused practitioners in the UK to question the belief that monitoring mortality in the small populations of primary care is not worthwhile. Family doctors in other countries would be wise to take note of the UK experience and consider whether they too should rethink the widely held view on the use of mortality data. A monitoring system is to be set up in the UK following a recommendation made as a consequence of a review of the clinical practice of the GP murderer. Problems will be encountered, but new methods of analysis suitable to small numbers will overcome some of these. Local knowledge of the populations of patients served by different primary care teams and the patterns of work of different doctors will help to overcome other problems. If information about other outcomes such as stroke or myocardial infarction were included in the monitoring system, it may prove possible to monitor the impact of clinical policies and identify primary care teams.
Ethnography in health care

What can ethnography do for quality and safety in health care?

M Dixon-Woods

Used carefully, ethnography can identify errors in health care and provide explanations for their occurrence.

Ethnography is not for the faint hearted. It is a time consuming and demanding research process and can be a profoundly uncomfortable experience for the researcher. Ethnographers have often identified a natural affinity for their methods with relatively disadvantaged groups, seeing themselves as offering these groups a voice and a means of making explicit systems of oppression and coercion. When the ethnographer’s role changes to one where s/he is attempting to explain professional practices, important problems can arise.

Access to the field may be difficult to negotiate. When that has been gained, further challenges lie ahead. It can sometimes be difficult to access the people who may be most important to understanding a particular phenomenon: they may be impossible to get hold of, or unwilling to speak or be seen. Consent observation may be ethically unacceptable, but clearly obtaining consent to observations is not always easy and introduces risks of the ethnographer influencing the behaviours under observation. Participants in the process can begin to feel they are being inspected and judged, and to feel disempowered. They may “act up” in the presence of the ethnographer, sometimes this is done by creating an “insider” status, identifying the researcher with the group being studied—for example, a nurse studying nurses. However, such groups, having accepted the researcher as “one of us”, may feel betrayed by the research account that is subsequently produced. Some researchers begin to feel voyeuristic and exploitative in some settings, or to experience conflicting loyalties. Ethical dilemmas about when and how to intervene are not uncommon. In addition, ethnographic research will also be subject to criticism of its apparent subjectivity, and researchers can find themselves accused of producing partisan, partial, or misleading accounts.

Many of these difficulties should and can be overcome, particularly in making a contribution to quality and safety in health care. Much can be learned relevant to quality and safety from already published ethnographies. Strong’s account of the “etiquette rules” governing face-to-face interactions between parents and doctors demonstrates how difficult it is for patients to raise concerns about possible errors: to do so disrupts the “ceremonial order” of consultations and puts their status as “good patients” at risk. Patients may therefore be silenced when it comes to pointing out things they are concerned about. Pope’s work on waiting lists demonstrated the importance of gatekeepers, both clinical and administrative, in controlling access to health care. An ethnographic study of interactions between consumers and pharmacy staff and patient interviews’ challenges traditional professional assumptions about how the public understands the role of pharmacists, with important implications for medication safety. Findings from ethnography can also be integrated with findings from other study types including quantitative or other qualitative research. Generally, however, the obvious potential for ethnographic approaches to make a contribution to the study of safety and quality in health care has been under-exploited. Ethnographic research is well suited to identifying conditions of risk, particularly where these involve human performance, organisational and cultural dynamics, and interactions between people and technology. Ethnography is especially good at probing into areas where measurement is not easy, where the issues are sensitive and multifaceted, and where it is important to get at the tacit, not the already evident. It can capture the winks, sighs, head shaking, and
gossip that may be exceptionally powerful in explaining why mistakes happen, but which more formal methods will miss.

The paper by Taxis and Barber in this issue of *QSHC* makes a welcome addition to the canon. It shows how, used carefully, ethnography can identify types of errors and provide explanations for why these occur, through interrogating the everyday understandings that staff have of their own practices and identifying the cultural contexts of practice. It is difficult to see how the latent conditions for error described in this paper, which are likely to be hugely important, could have been characterised appropriately using any approach other than ethnography. Much more research of this kind is needed, particularly in complex areas where long chains of causation exist in terms of health and safety outcomes.
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**Clinical databases**

**Basing decisions on better quality routine clinical data**

**T A Sheldon**

Clinical databases, properly used, have the potential to contribute to quality improvement.

Over the last decade there has been increasing pressure to make health care more accountable and to identify variations suggesting poor quality care which can be improved. While special studies can be conducted with these aims in mind, quality improvement activity will only become part of the fabric of health services if it can draw on data that are routinely collected. In North America extensive hospital data have been available; however, because they are generated as byproducts of administrative systems collected for other (usually financial) purposes, they are severely limited. Without the ability to adjust for patient case mix, for example, incorrect inferences about the cause of variations in patient outcomes are likely. The sort of detailed clinical data needed to make sensible analyses of patient outcomes are rarely generated from routine systems, and it may not be feasible or cost effective for this to be a core administrative function. Instead, bespoke clinical databases have been developed in parallel, often as the result of the cooperative efforts of clinicians seeking reliable data on their practice and ways in which quality might be monitored and improved. However, as one finds with other sources of data collection, the validity and reliability of clinical databases are variable. As the number of such databases grows, it is important to ensure that we have enough information to be able to interpret the results of studies based on them and to decide if they are fit for the purpose. As with the conduct and reporting of trials and systematic reviews, we need common high standards for establishing, running and reporting clinical databases, an appraisal tool to assess the degree to which these standards are being applied, and an accessible source of information on clinical databases and their quality.

The Directory of Clinical Databases (DoCDAT) described by Black and Payne in this issue of *QSHC* is the first important step in providing such a resource in the UK. By providing key information on and critical appraisals of clinical databases which provide individual data, it will help people to find databases suitable to their needs and, more importantly, it will act as a pressure to improve standards. Inevitably there are ways in which this resource will need to mature. The methods of development and validation of the assessment instrument are probably not as robust or as explicit as that developed for the reporting of trials or systematic reviews. Ideally there should be double checking of the appraisals and independent verification of the claims of the database custodians. There is also room for further conceptual development, possibly including a clearer separation of information and criteria about the internal validity of the data (accuracy and susceptibility to bias), usefulness for comparative work, and national representativeness. With sufficient investment this directory could develop into an important national and possibly international resource.

While the development and proliferation of clinical databases will inevitably contribute to audit and research, there is a danger that they will be misused. In England, for example, the Department of Health has made a commitment to publish cardiac surgeon specific mortality data based on the UK Cardiac Surgical Register developed by the Society of Cardiac Surgeons. Sampling of this database revealed it to be both incomplete and unreliable in its ability to yield accurate, risk adjusted outcomes data. Thus, publication is likely to result in misleading information about individual performance entering the public domain, with potentially damaging results. Even if the data were accurate and risk adjustment sufficient, it is still not obvious that the individual surgeon is the right unit of analysis or that publishing the data is the optimal way to promote quality improvement. Clinical databases, if properly used, have the potential to contribute to quality improvement. However, if they are used by those who lack sufficient scientific intelligence or are exploited for political ends, then clinicians will become cynical, data quality will fall, and the public interest will not be well served.
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Clinical practice guidelines

Deriving recommendations in clinical practice guidelines

M Eccles

The content of guideline recommendations is influenced by a range of factors including the published evidence, cost, and the composition of the guideline development group. Increasing the sophistication and validity of guideline recommendations will lead to an increase in their length which will need a corresponding increase in the sophistication of the thinking and methods of those responsible for implementing them.

Most people who pick up a clinical practice guideline will only ever read the recommendations. Even though guidelines are an efficient exercise in research synthesis and summary, the full documentation can run to hundreds of pages—a volume that is beyond all but the most committed reader. In an attempt to address this, guideline programmes produce summary versions. These are usually formed solely of the guideline recommendations and presenting them in this way removes the possibility of the reader checking the validity of any or all of the recommendations. This means that guideline developers, and the programmes that they work with, must ensure that their processes produce recommendations that accurately reflect, not only the content of the scientific evidence, but also the appropriate range of clinical factors. In this issue of QSHC Manna et al present an analysis of the degree to which guideline recommendations reflect clinically important facets of ethnicity and conclude that they do so to a variable extent.

The content of guideline recommendations is influenced by a range of factors. An assessment of the nature of the published evidence (accepting that some may come from the unpublished “grey” literature) addresses the methodological quality of the evidence in terms of threats to its validity. Assessing the applicability of the evidence to the population of interest deals with the issues of generalisability—the extent to which the subjects enrolled into studies reflect the population with which the guideline will be used. The criteria for making judgements on the nature of the published evidence are best developed for studies examining a cause and effect relationship (effectiveness studies) and are reflected in many of the evidence and recommendation grading systems currently in use by guideline development agencies. Epidemiological studies are an important component of any guideline as they are the evidence that will characterise the range and complexity of care that has to be addressed within it. They will identify the important characteristics of individuals that should be reflected both in the inclusion and exclusion criteria of the effectiveness studies and the content of the recommendations. However, unlike effectiveness studies, they are one of the areas of a guideline that are more likely to draw on a national, as opposed to international, literature. Furthermore, epidemiological studies represent a challenge to guideline methodologists to develop the evidence grading systems which appropriately reflect the important dimensions of validity and avoid the current situation of their automatic downgrading by systems designed to grade effectiveness studies.

Aside from the published evidence, three other factors will influence the content of a recommendation. The first of these is costs. Assuming that issues of harm, a potential cost, will be dealt with from the published evidence, then costs usually encompass two considerations: (1) the relative costs of competing technologies set against their effects, and (2) the likely cost impact of the guideline viewed in the context of the overall budget available for health care. This dimension of the guideline depends crucially on how cost and effect are balanced, the quality of the primary data contributing to this, and the nature and scale of the assumptions that have to be made.

The two other factors that influence the content of recommendations are interlinked, less tangible, and not usually defined. They both refer to the members of the guideline development group and are their knowledge of the healthcare system and their general and healthcare specific beliefs and values. The guideline development group is responsible for interpreting the published evidence in the light of their knowledge and experience. This provides an important reality check on the content of recommendations, making it more likely that feasible recommendations are written. It also allows the group to check that the guideline is appropriately addressing healthcare issues for all of the relevant population. These functions mean that the composition of the guideline development group is of fundamental importance. As Shekelle et al observed: “There is good evidence that, when presented with the same evidence, a single specialty group will reach different conclusions than a multidisciplinary group, with the former being systematically biased in favor of performing procedures in which the specialty has a vested interest.” For example, the conclusions of a group of vascular surgeons favored the use of carotid endarterectomy more than did a mixed group of surgeons and medical specialists. An international collaborative group, the GRADE group, has reviewed all of the current major guideline grading systems and is currently piloting a new system aimed at making both the treatment of evidence and value judgements more explicit and the decision making in deriving recommendations more transparent.

Value judgements about content are also made at another point in the process—when the original scope of the guideline is defined. Although a guideline development group can argue to vary the content of a guideline, they will usually have the parameters of the guideline set for them by some sort of formal process. For instance, the National Institute
for Clinical Excellence (NICE) in England and Wales has a formal process for defining the content of a guideline before starting its development. Here the reality check includes a process of external consultation with those who have an interest in the guideline.

Increasing the sophistication with which guidelines address the validity of their recommendations will not, however, be without cost. The more detailed and specific recommendations are, the longer the guideline will be. Within the context of a full version of a guideline this will not necessarily make a discernible difference as the recommendations form only a small part of the whole. Where the difference will be noticeable is in the summary versions. In the recent “short form” version of the guideline on schizophrenia produced by NICE,20 of the 64 pages are given over solely to the recommendations. Further specification within the recommendations could easily double this length. Such summaries are already way beyond a “single side of A4,” the beloved utopia of guideline development. If the product of greater validity and further sophistication is more detailed (and thus longer) recommendations, there will need to be a corresponding increase in the sophistication of the thinking and methods of those responsible for implementing them. Given that the short form guideline on schizophrenia produced by NICE also contains a corresponding 19 page representation of the guideline for “people with schizophrenia, their advocates and carers, and the public”, we can be sure that reduction of the guideline to a single sheet for clinicians is not an appropriate response.

Having been handed a scope, guideline development groups will always struggle with interpreting the published evidence. Given the potential for the guideline content to be influenced by the range of factors described, it is too late to leave consideration of this to the point when recommendations are being written. If the aim is to produce a guideline that appropriately addresses the needs of all of a population (including those determined by ethnicity1), the implications of this for writing the recommendations should be one of the first—not the last—things to consider. However, such improvements will present challenges to all involved in developing, implementing, and using the guidelines that result.
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