Handling over-dispersion of performance indicators

D J Spiegelhalter

Quantitative performance indicators are increasingly being used to monitor providers of health care, particularly when comparing each “institution”—which may be a health authority, hospital, or even an individual surgeon—against a “standard” or “target”, which may be externally imposed or simply an average rate. A common technique for making such comparisons is to produce a confidence interval for the (possibly risk adjusted) performance in each institution and to compare it with the standard—for example, the New York State Department of Health compares individual surgeons and hospitals against the state-wide average mortality rate for coronary artery bypass graft surgery.1 It is natural to present such analyses as “funnel” or “caterpillar” plots similar to those commonly used in meta-analysis. Figure 1A shows 95% confidence intervals for 30 day mortality in 25 hospitals conducting bypass grafts in England in 2002–2003,2 in which the standard is the national average (these and all other data in this paper can be downloaded from Commission for Health Improvement (CHI)3 which contains full details of the construction of the indicator and the names of all institutions).

An alternative way of presenting such data is by a “funnel” plot, which has been recommended as a means of avoiding the rather spurious ranking explicit in caterpillar plots and is used in an increasing number of applications;4–9 it also avoids any difficulties assigning 95% intervals for low counts. This plots the observed indicator against a measure of its precision (typically the sample size), superimposes the target as a horizontal line, and indicates thresholds at which the observed indicator is significantly different from the target; 95% and 99.8% limits correspond to testing whether the observation is significantly different from the target at the two sided p<0.05 and p<0.002 levels. This relates to the use of control charts10 which typically use 3 standard deviations as indicating a system is not “in control”: 3 standard deviations essentially corresponds to the 99.8% limits and 2 standard deviations to 95%. The two sets of limits might be taken as indicating a “warning” and an “alarm”.

A funnel plot of the English data on coronary artery bypass grafts is given in fig 1B, showing five hospitals in the “warning” sector and one “alarm”. It needs to be strongly emphasised that these indications take no formal account of the multiple comparisons implicit in the funnel plot and that crossing a threshold does not indicate high or low “quality”, but it may be useful to investigate reasons for the apparent discordance.

OVER-DISPERSION

Figure 2 shows readmission rates within 30 days following discharge from hospitals in England.11 The pattern is clearly different from that of fig 1 in that the majority of hospitals now lie outside the 99.8% threshold indicating “in control” institutions; the number lying in each of the five bands formed by the four control limits is shown in row 2 of table 1.
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Figure 1 30 day mortality following coronary artery bypass grafts in 25 English NHS acute trusts, 2002–2003. (A) A “forest” plot showing 95% confidence intervals compared with the “target” overall average rate. (B) A “funnel” plot of observed rate against number of operations showing trusts that differ from the target at the two sided p<0.05 and p<0.002 levels, essentially corresponding to 2 and 3 standard deviations from the target.
This clearly illustrates the phenomenon of “over-dispersion”, in which the observed variability cannot be attributed to chance and a few divergent institutions. This typically arises when there is insufficient risk adjustment; there are many small institutional factors that contribute to excess variability and these may not be particularly important nor indicate poor quality care. The consequence is that, if one is not careful, the majority of institutions can be labelled as abnormal and this appears a contradiction in terms. The procedure used by the CHI (which since April 2004 has become part of the Healthcare Commission) for banding trusts in 2003 closely resembled this process, and gave rise for this indicator to the bandings shown in row 1 of table 1 which, in turn, contributed to the “star rating”. Essentially, although the differences highlighted may be statistically significant from the national average, they are not practically significant in the sense of systematically differing from the inevitable distribution of performance seen in the bulk of institutions, and this led to an excess of institutions in 2003 being placed into band 1 and band 5 for this indicator. This behaviour suggests that the indicator is not measuring a homogeneous quantity across institutions, and the basic process is not “in control” in the traditional language of control charts. Another important example is the severe over-dispersion found when analysing general practice mortality rates in a retrospective assessment of the feasibility of detecting serial murderer Dr Harold Shipman.

Possible ways of handling this problem are discussed below, together with its application in population based indicators. Technical details of all the techniques are given in the online Appendix (available at http://www.qshc.com/supplemental), and full details for the funnel plots are provided in a paper by Spiegelhalter.

Throughout this paper it is assumed that the aim is to identify “divergent” performance from an overall standard or target following the ethos of the star rating exercise carried out by the CHI (now the Healthcare Commission). More subtle exercises, such as driving quality improvement through careful monitoring of indicators within institutions over time, may also benefit from over-dispersion but are not considered here.

## OPTIONS FOR DEALING WITH OVER-DISPERSION

### Do not use the indicator

The fact that the underlying process does not appear to be “in control” suggests a careful examination of whether the indicator is a suitably cost effective and sensitive instrument to use to compare institutions, since the factors that generate variability between institutions do not appear to be well understood, at least to the extent that they can be adjusted for. However, some indicators may be of such salience that this is not an option.

### Improve risk stratification

It may be possible to measure factors that are contributing to the excessive variability and hence bring the process under “control”. For example, finer procedure grouping could be used in the measurement of readmission rates. While this should, of course, be pursued, it is unlikely to be wholly successful in all contexts. In particular, the readmission rate indicator is already constructed with a complex adjustment using health related groups and it is doubtful if further refinement will be beneficial.

### Analysis by clustering

Rather than making a simultaneous comparison between all institutions, it may be possible to “cluster” them into more homogenous groups so that one is comparing “like with like”. Such “benchmarking” can be considered a form of risk stratification in which the cluster, which clearly needs to be defined in advance, is treated as a risk factor.

Figure 3 shows readmission rates broken down by the five types of NHS trusts provided by CHI in their data. The plots show that the few acute specialist hospitals have a very distinct pattern, being smaller and having both extreme high and low rates. For example, the two lowest rates belong to trusts specialising in cancer (Christie Hospital, 2.2%) and neurology and neurosurgery (Walton Centre, 3.0%), while the highest rate is for Birmingham Women’s Health Care trust (8.1%) which may operate a deliberately open door policy.

### Table 1: Emergency readmission following discharge from 140 English hospitals, 2002–2003. Results of a banding procedure that classifies institutions according to the thresholds indicated on the funnel plots

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Alarm for high rate</th>
<th>Warning for high rate</th>
<th>No warning</th>
<th>Warning for low rate</th>
<th>Alarm for low rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band</td>
<td>p&lt;0.001</td>
<td>p&lt;0.025</td>
<td></td>
<td>p&lt;0.025</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>1</td>
<td>CHI bandings</td>
<td>32</td>
<td>6</td>
<td>40</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>Basic funnel plot</td>
<td>31</td>
<td>6</td>
<td>37</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>Clustering</td>
<td>33</td>
<td>12</td>
<td>37</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>Interval</td>
<td>13</td>
<td>4</td>
<td>93</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>Over-dispersion</td>
<td>2</td>
<td>6</td>
<td>130</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Random effects</td>
<td>4</td>
<td>8</td>
<td>101</td>
<td>21</td>
</tr>
</tbody>
</table>

Figure 2: Emergency (within 30 days) readmission rates following discharge from 140 NHS acute trusts, 2002–2003.\(^{11}\)
We are interested in estimating the over-dispersion of “in control” institutions so, ideally, any divergent ones should be excluded from the estimation process since otherwise they may exert undue influence over the estimate and lead to their own behaviour appearing less extreme. If it is not feasible to select a set of “in control” institutions, then \( \phi \) should be estimated using a robust technique that avoids outlying institutions having a strong effect. A simple method is described in the online Appendix in which a certain proportion of the data are “Winsorised”—that is, pulled in to less extreme values.

Figure 4B shows the resulting funnel plot and row 5 of table 1 shows the resulting banding. The “expanded” funnel fits the data better and now does not identify the low volume/low rate set as being particularly odd. The numbers in each band seem reasonable.

The over-dispersion factor could be (provisionally) based on data from previous years, which also allows the precise technique to be adapted to have the desired behaviour.

Assuming a random effects model

This method assumes that each institution has its own true underlying rate (the “random effects”), which themselves are distributed around the overall average with a standard deviation denoted \( \tau \). We specify an “in control” distribution of these random effects and identify discordance with that distribution using a simple adjustment to the standard \( p \) value technique. This procedure acknowledges that, for somewhat heterogeneous indicators based on large numbers of cases, there are inevitable between-institution differences that are not of practical significance. Essentially, the range explored in “Using an interval as a target” (discussed above) is replaced by a distribution which is intended to describe unavoidable variability between the bulk of institutions. The resulting funnel plot is a compromise between the two previous options: wider for small sample sizes and tending towards a constant width for larger sample sizes, but with substantial band width. Figure 4C shows the resulting funnel.
plot and row 6 of table 1 shows the resulting banding, both of which appear quite reasonable. There is a danger that the very institutions one is trying to detect could be “accommodated” by such an approach, and it is therefore important that robust methods are used to estimate the standard deviation of the random effects distribution. A simple extension of the formula used for calculating the over-dispersion factor is appropriate. Again the parameters could be provisionally based on previous data.

**POPULATION DATA**

These techniques can also be applied to population based data when comparing, for example, health authorities with regard to public health performance indicators. Figure 5A is a funnel plot of standardised incidence ratios for teenage pregnancy in English health authorities in 2000–2001, showing substantial over-dispersion even for authorities with small expected numbers. Applying the random effects approach to these data leads to fig 5B which shows a reasonable fit and plausible bandings, Lambeth and Southwark being the areas with the highest rates.

The primary indicator used by CHI was in fact the change in teenage pregnancy rates, for which a government target of 15% reduction between 1998 and 2001 has been set. This indicator leads to fig 5C, which shows no evidence of over-dispersion.

The primary indicator used by CHI was in fact the change in teenage pregnancy rates, for which a government target of 15% reduction between 1998 and 2001 has been set. This indicator leads to fig 5C, which shows no evidence of over-dispersion.

The substantial cross sectional over-dispersion combined with the “in control” nature of the improvements over time suggest that, while there are strong influences on teenage pregnancy rates that are not being adjusted for, the drivers for change are reasonably common to all health authorities. As an additional observation, it is interesting that for both readmission rates and pregnancy there appears to be an indication for a volume effect, with smaller hospitals having lower readmission rates and smaller authorities having higher pregnancy rates. This is not investigated further here, except to point out that a funnel plot serves to highlight such relationships.

**DISCUSSION**

It could be argued that substantial over-dispersion is an adequate reason for dropping an indicator. If the indicator is...
retained, then an effort should be made to understand the reasons for the variability and to adjust accordingly. Nevertheless, situations will arise when there is still residual over-dispersion and it is desirable to have a simple statistical method for estimating the degree of over-dispersion and adjusting the control limits.

Our current preference is for the random effects model, as this seems best to mimic the belief that there are unmeasured factors that lead to systematic differences between the true underlying rates in institutions. We also note that with longitudinal data it is possible to choose empirically between additive random effects models and multiplicative over-dispersion models using standard analysis of variance techniques. This technique was in fact adopted as part of the production of the UK Healthcare Commission’s “star ratings” for 2003–2004.

A logical consequence of the random effects formulation that we have not explored here is that estimates of the rates in individual institutions should really now be “shrinkage” estimates, in which the observed results are pulled in towards the overall average by a degree that depends on both the between-institution and within-institution variability using either an “empirical Bayes” or a full Bayes technique. Such estimates have been recommended as automatically dealing with the phenomenon of “regression to the mean”, whereby extreme behaviour tends to return to closer to the norm since a component of that extremeness is likely to have been a run of either good or bad luck. It remains to be seen whether such estimates will be generally comprehensible and acceptable to the institutions themselves.

Finally, it should be acknowledged that the type of banding exercise described here is not a “hard” science. Different techniques give different results and it would be quite inappropriate if a change in one band led to severe differences in consequences. This is similar to the danger of considering the crossing of the “magic” p<0.05 barrier as being the arbiter of a positive scientific study but, in the context of performance indicators, there is an even greater potential for misinterpretation as the indicator is only a proxy for some underlying idea of “quality”.
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Further details on p values, Z scores, and funnel plots are given in the online Appendix available at http://www.qshc.com/supplemental
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P-values, Z-scores and funnel plots

We assume an indicator $Y$ with a target $\theta_0$ which specifies the desired expectation, so that $\text{Exp}(Y | \theta_0) = \theta_0$. The target is assumed known and measured without error.

For each observation $y_i$ we calculate a standard P-value

$$p_i = P(Y > y_i | \theta_0, \rho_i),$$

where $\rho_i$ is a measure of measurement precision such as the sample size. For discrete Binomial and Poisson distributions $p_i$ could be calculated more precisely as

$$p_i = P(Y > y_i | \theta_0, \rho_i) + \frac{1}{2} P(Y = y_i | \theta_0, \rho_i).$$

These P-values are then used to test the hypothesis that the trust is ‘on-target’, i.e. $\text{Exp}(Y) = \theta_0$.

For indicators with suspected over-dispersion, sample sizes will generally be large enough so that the indicator can be reported as $y_i$ and $s_i = \text{estimated standard error of } y_i$, although a log-transformation may be adopted for small samples. The general definition of a Z-statistic is

$$z_i = \frac{y_i - \theta_0}{s_{0i}},$$

where $s_{0i} = \text{standard error of } y_i \text{ given the trust is on target}$: hence $s_{0i} = \sqrt{\text{Var}(Y | \theta_0, \rho_i)}$. It is important to note that $s_{0i}$ may not necessarily be the same as the reported $s_i$, and hence some care is required in calculating the Z-scores. For example, if $y_i$ is an observed proportion between 0 and 1, then

$$s_i = \sqrt{\frac{y_i(1-y_i)}{n_i}},$$
where \( n_i \) is the ‘effective’ sample size. \( s_{0i}^0 \) can then be estimated to be

\[
s_{0i} = \sqrt{\frac{\theta_i(1-\theta_i)}{n_i}}.
\]

The difference between these two standard errors explains why the caterpillar plots and the funnel plots can give slightly different classifications - the correct hypothesis tests are based on the funnel plots.

Funnel plots simply indicate values of \( Y \) that would reject the null hypothesis of \( \theta_0 \) using the appropriate \( P \)-value. For normal approximations, funnel plot limits \( \theta_0 \pm z_p s_0 \) are defined as a function of standard errors \( s_0 \), where \( z_p \) is the appropriate standard normal deviate.

**Interval target**

Suppose a target interval \((\theta_0^L, \theta_0^H)\) is assumed as the Lowest and Highest acceptable rate: these might not necessarily be symmetric about the average, and thought should be given as to what is meant by both ‘poor’ and ‘good’ performance. Then for observations within this target, no \( P \)-value can be calculated, while for observations above the target interval, \( \theta_0^H \) is used as the target, and similarly for below the interval. The funnel is therefore drawn at \( \theta_0^L - z_p s_0, \theta_0^H + z_p s_0 \).

**Over-dispersion model**

Following the standard approach of generalised linear modelling [13] we shall introduce an over-dispersion factor \( \phi \) that will inflate the null variance, so that

\[
\text{Var}(Y | \theta_0, \rho, \phi) = \phi \text{Var}_0(Y | \theta_0, \rho).
\]
Suppose we have a sample of $I$ units that we shall assume (for the present) all to be on-target. $\phi$ may be estimated as follows:

$$
\hat{\phi} = \frac{1}{I} \sum_{i} z_i^2,
$$

(2)

where $z_i$ is the standardised Pearson residual defined in (1). $I \hat{\phi}$ is a standard test of heterogeneity, and is distributed as a $\chi^2_{I-1}$ distribution under the null hypothesis that all are hitting an (estimated) target. Over-dispersion might only be assumed if $\hat{\phi}$ is ‘significantly’ greater than 1, although it would be more appropriate to avoid such a preliminary significance test to avoid a discontinuity in its use. The current control limits in the funnel plot can then be inflated by a factor $\sqrt{\hat{\phi}}$ around $\theta_0$. For example, based on the approximate normal control limits, over-dispersed control limits can then be plotted as

$$
\theta_0 \pm z_p \sqrt{\hat{\phi}} s_0,
$$

(3)
equivalent to creating a ‘modified’ Z-score $z_i / \sqrt{\hat{\phi}}$ and comparing to standard normal deviates.

Robust ‘winsorised’ Z-scores can be used in estimating $\phi$ - see below.

**Random-effects model**

This assumes that $\text{Exp}(Y_i) = \theta_i$, and that for ‘on-target’ trusts $\theta_i$ is distributed with mean $\theta_0$ and standard deviation $\tau$. $\tau$ can be estimated using a standard ‘method of moments’ [14]

$$
\hat{\tau}^2 = \frac{I \hat{\phi} - (I - 1)}{\sum_i w_i - \sum_k w_k^2 / \sum_i w_i}
$$

(4)
where \( w_i = 1/s_i^2 \), and \( \hat{\phi} \) is the estimate of heterogeneity: if \( \hat{\phi} < (I-1)/I \), then \( \hat{\tau}^2 \) is set to 0 and complete homogeneity is assumed. Otherwise the adjusted \( Z \)-scores are given by
\[
z_i^0 = \frac{y_i - \theta_0}{\sqrt{s_0^2 + \tau^2}},
\]
and the funnel plot boundaries are given by
\[
\theta_0 \pm z_p \sqrt{s_0^2 + \tau^2}:
\]
a more refined procedure would base \( s_0^2 \) on the estimated rate under the random-effects model.

**Winsorising \( Z \)-scores**

Winsorising consists of shrinking in the extreme \( Z \)-scores to some selected percentile.

1. Rank cases according to their naive \( Z \)-scores.
2. Identify \( Z_q \) and \( Z_{1-q} \), the 100\( q \)% most extreme top and bottom naive \( Z \)-scores, where \( q \) might, for example, be 0.1.
3. Set the lowest 100\( q \)% of \( Z \)-scores to \( Z_q \), and the highest 100\( q \)% of \( Z \)-scores to \( Z_{1-q} \). These are the Winsorised statistics.

This retains the same number of \( Z \)-scores but discounts the influence of outliers. An alternative would be ‘trimming’, in which the extremes are discarded entirely. In theory an adjustment can be made to allow for this Winsorisation [9], but this is not carried out here.