Validation of Hospital Administrative Dataset for adverse event screening


ABSTRACT
Objective To assess whether the Belgian Hospital Discharge Dataset (B-HDDS) is a valid source for the detection of adverse events in acute hospitals.

Design, setting and participants Retrospective review of 1515 patient records in eight acute Belgian hospitals for the year 2005.

Main outcome measures Predictive value of the B-HDDS and medical record reviews for five indicators: pressure ulcer, postoperative pulmonary embolism or deep vein thrombosis, postoperative sepsis, ventilator-associated pneumonia and postoperative wound infection.

Results Postoperative wound infection received the highest positive predictive value (62.3%), whereas postoperative sepsis and ventilator-associated pneumonia were rated as only 44.2% and 29.9% respectively. Excluding present on admission from the screening substantially decreased the positive predictive value of pressure ulcer from 74.5% to 54.3%, as pressure ulcers present on admission were responsible for more B-HDDS-medical record mismatches than any other indicator. Over half (56.8%) of false-positive cases for postoperative sepsis were due to a lack of specificity of the ICD-9-CM code, whereas in 58.6% of false-positive cases for ventilator-associated pneumonia, clinical criteria appeared to be too stringent.

Conclusions The B-HDDS has the potential to accurately detect some but not all adverse events. Adding a code ‘present on admission’ and improving the ICD-9-CM codes might already partially improve the correspondence between the B-HDDS and the medical record review.

INTRODUCTION
The report ‘To Err is Human’ created awareness among the general public that adverse events are common and one of the leading causes of mortality within the USA.1

Adverse events are defined as ‘an unintended injury or complication which results in disability, death or prolongation of hospital stay and is caused by healthcare management rather than the patient’s disease’.2 Methods for identifying events are voluntary reporting, direct observation of healthcare personnel, computerised screening algorithms, screening administrative data and retrospective chart review.3 Medical records are generally considered as the gold standard.4 They contain rich clinical details to identify various medical injuries and allow the analysis of causes of errors. A significant limitation, however, is that medical records are mostly in paper or electronic format that is not readily accessible for research. Moreover, the quality of medical records is highly variable, and some information, such as the effect of an adverse event, is not generally recorded.5 6 Moreover, transforming medical records into research data is expensive and resource-intensive.4 Sources that are increasingly being used are administrative data, containing demographic characteristics, length of stay, and diagnoses and procedures based on International Classification of Diseases.4 7 They are readily available and inexpensive, and provide insight into the characteristics of large populations of patients.7

However, secondary diagnoses codes were originally never intended to measure adverse events, being originally created to assist in describing the prevalence of major causes of morbidity and mortality, and later adapted for use in hospital reimbursement with the advent of prospective payment. Lacking in detailed standard clinical definitions universally applied by medical record coders, the coding system is open to clinical and coding interpretation. Coders working with hospital discharge records also depend on what is dictated in physicians’ discharge summaries to guide them in coding.7 As a result, the accuracy and reliability of administrative data in describing adverse events have been repeatedly questioned.7 8

The main objective of this study was to assess whether the Belgian Hospital Discharge Dataset (B-HDDS) is a valid source for detecting adverse events at the individual patient level in acute Belgian hospitals.

METHODS
Definition and selection of adverse events
Of two well-recognised sets of patient safety indicators—the Agency for Healthcare Research and Quality (AHRQ) patient safety indicators9 and the Organization for Economic Co-operation and Development (OECD) set of patient safety indicators—we selected five adverse events based on prevalence, availability of a clear clinical definition and validity: pressure ulcers,10 postoperative pulmonary embolism or deep vein thrombosis (PE/DVT),11-15 postoperative sepsis,14 15 ventilator-associated pneumonia (VAP)16-20 and postoperative wound infection.11 The algorithms were based on the technical manual provided by the AHRQ (version 3.1)9 or the OECD study21 (appendix A22).

Study population
All 116 acute hospitals in Belgium were invited to participate. Long-term care and rehabilitation
facilities as well as psychiatric hospitals, transfers from another acute care facility and one-day clinics were excluded. The study targeted adult non-obstetric patients. Twenty-one acute hospitals volunteered to participate. Of these, eight hospitals were selected according to region, hospital size and response time. Among the eight selected hospitals, there were two teaching hospitals. Of the remaining six hospitals, one had fewer than 300 beds, two had between 300 and 450 beds, and three had more than 450 beds.

Table 1 shows the characteristics of the eight selected hospitals and their population compared with all acute Belgian hospitals. It highlights the similarities between the eight selected hospitals compared with all acute hospitals in Belgium in terms of number of beds, patient characteristics, length of stay and number of secondary diagnoses coded in the administrative data.

**Data source and sampling strategy**

Selection of patients was based on the B-HDDS—similar to international administrative data—which has been compulsory since 1990 for all in-patients in acute hospitals in Belgium. The B-HDDS for the registration year 2005 (Y2005) was provided by the selected hospitals. Whenever necessary, additional registration years (Y2004 and Y2006) were used to obtain a sufficient number of cases.

The B-HDDS was used to screen for the five selected adverse events. A hospital discharge case was ‘flagged’ positive if at least one of the selected indicators was scored positive based on the algorithm (appendix A). For each flagged case, a matched control negative case was selected. The matching was performed per hospital based on the All-Patient Refined Diagnosis-Related Groups (APR-DRG); the severity of illness (SOI, 1–4); age (<50, (50–49), (50–64), (65–79) and ≥80 years); gender, year and semester of registration. We randomly selected 20 flagged cases and 20 control cases per adverse event for each hospital to obtain a total of 200 patients per hospital. Another 50 reserve patients were randomly drawn from the pool of unselected cases to serve as alternate cases. However, the latter were not balanced for the five indicators due to the unequal prevalence of adverse events. Fifty reserve patients could not be obtained in one Flemish hospital due to its small size.

**Data collection and recruitment**

The B-HDDS obtained from the eight hospitals entailed 285 617 hospital stays (figure 1). There were 4490 (1.6%) cases flagged positive for one or more of the five selected adverse events, of which 2407 could be linked to a control case. After stratifying the cases according to the predefined adverse events, 1950 hospital stays were randomly selected (ie, 975 flagged and 975 control cases) for medical record review. A total of 378 files were excluded since: no informed consent given (141 cases), file unavailable (175 cases), medical record incomplete (47 cases), patient changed address (13 cases) and patients transferred from another acute hospital (four cases). Thus, a total of 1572 medical files were selected for medical record review, of which 1515 (94.7%) out of the 1600 targeted cases were reviewed. Of these, 741 files were positively flagged in the hospital discharge dataset for at least one of the selected indicators, and 774 cases were controls.

**Data abstraction**

Medical records were screened using a data abstraction tool (see appendix B) to standardise the data-collection process. It consisted of an anonymous patient number, admission and discharge dates, and an indication of the completeness of the medical file. The patient records were considered complete if two of three data sources were present: nursing notes, procedures notes and discharge notes. The patient information was acquired from administrative data and was verified by the review team: age and sex, admission type (elective or emergency), residence before admission and destination after discharge, length of stay and comorbidities. If an indicator was judged to be present on admission, no further analysis on the indicator was made.

**Medical record review**

Two research teams (two team members per team) independently reviewed the medical records from four hospitals each. One team comprised one internal medicine specialist and one clinical pharmacist. The other team comprised one surgeon and one nurse. Reviewers were unaware whether a case was positively flagged for one of the five indicators. To familiarise themselves with the tool, each team conducted a pretest on 20 medical records. Whenever the two reviewers disagreed on the occurrence of an adverse event, they discussed the case until a consensus was reached. For 22 records (1.5%), they had no consensus for which the medical record was evaluated by an external panel of experts. Nineteen of these cases involved a question regarding PE/DVT, two regarding postoperative sepsis and one regarding postoperative wound infection.
Statistical analysis

Adverse events rates were calculated as a percentage of hospitalisations during which they were detected. For the B-HDDS and the medical record screening results, positive predictive value (PPV) and negative predictive values (NPV) were calculated for all five indicators together and for each indicator separately. Because of the case-control design, PPV and NPV were calculated directly. The B-HDDS was considered to be the test value, while the medical record screening was considered to be the true value. In four hospitals, an in-depth qualitative analysis was performed on all false-negative and positive cases in order to explain the observed mismatches between the B-HDDS and the medical record screening. This was achieved by re-evaluating the medical records. All analyses were performed using SAS v9.1 (SAS Institute, Cary, North Carolina).

RESULTS

Characteristics of the study sample

The characteristics of selected hospitals versus all Belgian acute hospitals were well matched (table 1). Selected study cases (positive vs negative flagged) were also well matched except for mean length of stay (33.82 vs 21.11 days) (table 2). The sample consists of 152 APR-DRG with a matching percentage of 95.7%. The mean (SD) age of the reviewed patients was 68.2 (15.9) years. Given the specific choice of selected indicators, most cases (79%) were surgical.

Results of predictive values

Table 3 presents the results of predictive values for each indicator depending on whether we included or excluded events present on admission during the medical record screening. Postoperative
wound infection achieved the highest PPV (62.3%) when the present on admission was excluded from the medical record screening. The PPV for postoperative PE/DVT was low (58.5%) and became even lower when the present on admission was excluded from the medical record screening (49.6%). Furthermore, there was a substantial loss in PPV after excluding pressure ulcers present on admission from the medical record screening (from 74.5% to 54.3%). Regardless of in- or excluding present on admission, PPVs were very similar (respectively 45% and 44.2%) for postoperative sepsis and the same (29.9%) for VAP. Except for pressure ulcer, all indicators had a high NPV (>96%).

In depth analysis
Of the 763 medical records from four hospitals, 269 (35.3%) showed a mismatch between the two datasets (table 4). Administrative data were false-negative or under-reported in 49 (14 cases or 45.2%) or PE/DVT appeared to be present on admission was excluded from the medical record screening (from 74.5% to 54.3%). Regardless of in- or excluding present on admission, PPVs were very similar (respectively 45% and 44.2%) for postoperative sepsis and the same (29.9%) for VAP. Except for pressure ulcer, all indicators had a high NPV (>96%).

For postoperative wound infection, in 15 (45.4%) of the 33 false-positive cases no evidence was found for the indicator, whereas in nine cases (27.3%) the indicator could not be scored due to the strictness of clinical criteria.

DISCUSSION
Using retrospective medical record review as the gold standard, we searched for evidence supporting the presence of any of the five selected adverse events reported in the B-HDDS.

Except for pressure ulcer, all indicators had high NPVs (>96%) but very low PPVs (29.9% to 62.3%).

These results were generally consistent with prior research. The preliminary validation study of screens by Iezzoni et al found a sensitivity of 95% and a specificity of 64%. Lawthers and colleagues found that particularly medical screens were sensitive for the present-on-admission coding. The large drop in PPV for pressure ulcers in the present study supports this finding.

To understand the mismatches between medical record reviews and administrative data, the current study also provided a detailed analysis on all false-negative and false-positive cases by re-evaluating the medical records involved. The lack of specificity of the ICD-9-CM codes accounted for nearly 57% of false-positive cases for postoperative sepsis, whereas the main problem for VAP was the strictness of clinical criteria used, resulting in 58.6% false-positive cases. The latter finding is consistent with recent work by Klompas and colleagues, in which the clinical diagnosis of VAP appeared to be notoriously inaccurate.

Our study had several limitations. First of all, for methodological reasons, we focused on five adverse events which represent only a small part of all possible complications that could occur during hospitalisation. For individual indicators, the number of cases examined was relatively small, although it was sufficient to make reasonable assessments about validity.

The retrospective medical record review of the selected cases may not represent a true gold standard. First, no inter-rater reliability test was performed by random reabstraction. Second, a medical record was judged to be accurate whenever two of three data sources were present. However, missing nursing progress notes could have significantly affected identification of an indicator. Concerning these issues, Weingart et al already suggested that a physician review is at best a ‘bronze standard’ for evaluating quality.
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CONCLUSION
Our results provide new insight on the usefulness of identifying adverse events through administrative data. First, adverse events are indeed subject to under-reporting (and over-reporting to a lesser extent) in the B-HDDS. Whether this was in view of maximizing reimbursements or, alternatively, coding errors could not be concluded. Except for a pressure ulcer which has a higher prevalence in hospitals, the NPVs we observed cannot be extrapolated to the general population. Furthermore, ICD-9-CM codes sometimes lack sufficient specificity for describing a certain adverse event which leads to false-positive results. Finally, some false-positive results are also related to the inability of the B-HDDS to correct for an event that was present on admission.

Although there are some problems with under- or over-reporting, administrative data are shown to be of good quality. Most under- or over-reporting problems are related to the lack of specificity of the ICD-9-CM codes or to adverse events being present on admission. Therefore, since administrative data provide a very inexpensive and readily accessible source of clinical information, we advocate that efforts should be made to refine administrative data by adding a code describing ‘present on admission.’ Indeed, this item was recently added to the new version of B-HDDS. Furthermore, providing more specific ICD-9-CM codes and examining the entire patient record, instead of the medical record only, will probably also increase the accuracy of administrative data. Finally, transparency in results on adverse events based on administrative data is essential. Hospitals should use them as feedback on their practices to allow for an improvement of their quality of care and of the codification.

In conclusion, the B-HDDS can probably accurately detect a select group of adverse events. However, further study is recommended since a code for present on admission was only recently added to our administrative data; this addition will likely correct for a substantial amount of false-positive results. Since no prevalence data on adverse events in Belgian hospitals based on medical record review are available, we recommend urgent study on this matter.
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