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ABSTRACT

Background Many authors have implicated cognitive biases as a primary cause of diagnostic error. If this is so, then physicians already familiar with common cognitive biases should consistently identify biases present in a clinical workup. The aim of this paper is to determine whether physicians agree on the presence or absence of particular biases in a clinical case workup and how case outcome knowledge affects bias identification.

Methods We conducted a web survey of 37 physicians. Each participant read eight cases and listed which biases were present from a list provided. In half the cases the outcome implied a correct diagnosis; in the other half, it implied an incorrect diagnosis. We compared the number of biases identified when the outcome implied a correct or incorrect primary diagnosis. Additionally, the agreement among participants about presence or absence of specific biases was assessed.

Results When the case outcome implied a correct diagnosis, an average of 1.75 cognitive biases were reported; when incorrect, 3.45 biases (F=71.3, p<0.00001). Individual biases were reported from 73% to 125% more often when an incorrect diagnosis was implied. There was no agreement on presence or absence of specific biases, with \( \kappa \) ranging from 0.000 to 0.044.

Interpretation Individual physicians are unable to agree on the presence or absence of individual cognitive biases. Their judgements are heavily influenced by hindsight bias; when the outcome implies a diagnostic error, twice as many biases are identified. The results present challenges for current error reduction strategies based on identification of cognitive biases.

INTRODUCTION

Diagnostic errors have serious consequences for the health of a nation. The Institute of Medicine (IoM) in the USA recently released a comprehensive report, ‘Improving Diagnosis in Health Care’, warning that ‘most people will experience at least one diagnostic error in their lifetime, sometimes with devastating consequences’. The report makes several recommendations to reduce the prevalence of diagnostic error, covering many aspects of healthcare, from research funding to legal liability to patient advocacy.

Central to the report is the recognition that ‘understanding the clinical reasoning process and the factors that can impact it are important to improving diagnosis’. One chapter is devoted to summarising research on the psychology of clinical reasoning, described by a ‘dual process’ theory in which two very different cognitive processes are at play: system 1, which is rapid, subconscious and relies heavily on cognitive shortcuts or ‘heuristics’ which may lead to a bias, and system 2, which is slow, conscious and analytical. While errors may arise in both systems, it is presumed that most errors arise from cognitive biases.

The notion that cognitive biases are a primary cause of diagnostic error has been prevalent in the medical literature for over 30 years. The approach taken by this diversity of authors is remarkably consistent: they begin with a description of a selection of the heuristics and biases originally identified in the Tversky and Kahneman research pro-
gramme in the 1970s, and then provide an illustrative example of how this might arise in clinical practice and what one might do to avoid it.

While these papers make a formidable argument that the biases described in the literature might cause a diagnostic error, empirical evidence that any of these biases actually causes diagnostic errors is sparse. A recent systematic review of 213 studies cited evidence for 18 cognitive biases in medicine, yet upon our careful inspection of this review, only 15 of the 213 studies (7%) examined linkages between biases and diagnostic error by health professionals, and these studies examined only 7 biases.

Two broad strategies have been used to identify and study biases, each with benefits and limitations. Many experimental studies use written cases designed to intentionally invoke a bias. These methods offer the advantages of case consistency across participants, more definitive knowledge of the diagnoses being assessed (since investigators typically create these cases themselves) and more controlled manipulation of variables that may impact diagnostic performance. Yet the ecological validity of these techniques remains a concern, as Blumenthal-Barby states:

Most of the studies on biases and heuristics in medical decision-making are based on hypothetical vignettes, raising concerns about the applicability of these findings to actual decision making.

An alternative approach is to examine the occurrence of cognitive biases in practice by reviewing instances where errors arose, then inferring the presence of cognitive biases as a causal factor in these errors. This ostensibly captures ‘real world’ performance, though several limitations should be highlighted. First, this method typically presumes that the individuals reviewing these cases can determine what the clinician may have been thinking from the information available in the record. This charting may not reflect the depth or variety of thinking processes that actually occurred. Second, reviewers using this approach are aware that an error was committed, and may thus be vulnerable to ‘hindsight bias’. Finally, ascribing errors to just cognitive biases may oversimplify what is actually happening in these clinicians’ minds.

Nevertheless, if cognitive biases are indeed a primary source of diagnostic errors, then presumably errors can be reduced by ensuring that students learn to recognise the more common biases and apply ‘cognitive forcing strategies’ to improve accuracy. However, a prerequisite for the success of these strategies is the demonstration that biases can be reliably identified in the reasoning process.

The purpose of this study is therefore to examine the reliability of bias identification among clinicians with a special interest in diagnostic error, and to determine the extent to which the identification of these biases may be influenced by knowledge of the outcome—hindsight bias.

METHODS

Subjects

Recruitment and inclusion criteria

Individuals on the Society to Improve Diagnosis in Medicine (SIDM) listserv were contacted by email using a recruitment letter. This society was formed half a decade ago, with the explicit purpose of reducing the incidence of diagnostic error through research and education. The society holds annual conferences, sponsors a journal and conducts various other activities to raise awareness. The letter invited members to participate in a brief recruitment survey to determine their eligibility and willingness to participate. Members were asked for their status as a physician, medical specialty and consent to participate. Their willingness to participate implied consent to be involved in the main survey of bias. They were informed that the survey would take 20 min to complete. The study received ethics approval from the McMaster Research Ethics Board, no. 11–409.

One hundred and thirteen people responded to the recruitment email. Of those, 71 met the inclusion criteria (ie, were practicing physicians, comfortable communicating in English and consented to participate in the survey). Emails were sent based on these responses and 37 volunteers (52%) completed the survey. Two reminders were sent to all those who consented and the survey was closed after 6 weeks.

Materials

The study materials were based on 12 general medicine cases used in previous research in clinical reasoning. These cases were constructed to contain ambiguity, with two equally probable diagnoses. To do this, the frequency of signs and symptoms suggestive of one diagnosis was purposefully balanced with findings that suggested the alternative diagnosis. Vignettes were presented such that patients were seen in either a clinic or an emergency department setting, with equal frequency of these two settings.

In order to examine the influence of hindsight bias, an experimental manipulation was built into the last part of the case description, so that the workup concluded with the clinician ordering a test or initiating a treatment plan specific to one of the two diagnoses, with information suggesting that the patient encounter had ended (eg, the patient was sent home with a prescription for antibiotics). The other disease suggested by the case was not investigated. Finally, each case then revealed the patient outcome, which was experimentally manipulated to reveal one of two end-points. For the ‘consistent’ version of the case, the patient follow-up revealed improvement of the condition (eg, evidence that the shortness of breath presumably due to pneumonia resolved with antibiotics), suggesting...
that the clinician made the correct diagnosis. For the ‘inconsistent’ version, the details of the patient follow-up indicated that the patient had not recovered or had worsening symptoms (eg, antibiotics did not resolve the shortness of breath which was subsequently identified as due to pulmonary embolism), indicating that provisional diagnosis pursued by the clinician was incorrect. Critically, the case stem, including patient history, preliminary lab results and primary complaint, were identical up to when the patient outcome was manipulated to include ‘consistent’ or ‘inconsistent’ details. A sample case is shown in online supplementary appendix 1.

There was no attempt to ensure that a cognitive bias was present (and no attempt to exclude biases). The only guiding principle for the cases was that they were ambiguous, with features of two possible diagnoses that were approximately equiprobable. In other words, contrary to previous studies that have explicitly manipulated the case to illustrate particular biases,13 14 the current study made no attempt to design cognitive biases into the cases.

To pretest the original collection of 12 cases, they were given to a sample of 9 emergency medicine specialists at the University of Washington, who were all full-time providers, board certified and in practice for an average of 7.0 years. They were asked to list the diagnoses they were considering, as well as estimates of likelihood. Eight of the 12 cases showed an expected ‘50/50’ pattern with two clear primary diagnoses (table 1). The remaining four cases showed a clear primary diagnosis and were excluded from further testing.

Procedure
The cases and questions were hosted on Lime Survey (http://www.limesurvey.org). Eight counterbalanced versions of the survey were created such that participants saw a total of eight cases; four cases appeared with ‘inconsistent’ follow-up results and four appeared with ‘consistent’ follow-up results. A randomised cross-over design was employed so that an equal number of volunteers received each version of the survey.

The survey began with a review of six common cognitive biases: anchoring, availability, base rate neglect, confirmation bias, premature closure and representativeness. These biases were chosen in part because they have some empirical support, either in medicine or psychology. Definitions for the six biases are presented in online supplementary appendix 2, and were taken directly from a frequently cited review on this topic.2 (Five of the six are also described in the IoM report.)

Participants were instructed to read each case and then decide (1) if it was likely that a diagnostic error was committed, and (2) if cognitive bias played a role in the physician’s decision-making process. Participants could select any of the six defined biases as well as enter any additional biases in an open field labelled ‘other’. To assist participants in their task, they were provided with the definitions at the bottom of each case. There was also space for a write-in.

**ANALYSIS**

The primary analysis examined the influence of the case outcome (ie, consistent or inconsistent with the diagnosis initially pursued) on (a) the total number of biases identified, and (b) the response to the question ‘Is it likely that a diagnostic error was committed?’ Secondary analysis examined the number of biases identified following a positive or negative response about the likelihood of diagnostic error; the increase in the presence of each specific bias when the test was consistent or inconsistent with the diagnosis; and the inter-rater reliability (κ) for each bias.

Because of the incomplete crossover design, it was not possible to run a full repeated measures analysis of variance (ANOVA) including cases as a factor, so the first two questions were addressed using a two-way ANOVA with case (eight levels) and follow-up outcome (consistent or inconsistent) as the two factors. The same analysis was conducted on individual biases, where the dependent variable was simply whether a bias was present (yes/no). An additional analysis by subject was conducted on the average number of biases each participant identified in the four consistent and four inconsistent cases. The

<table>
<thead>
<tr>
<th>Diagnosis A</th>
<th>Diagnosis B</th>
<th>Probability (A)</th>
<th>Probability (B)</th>
<th>Probability other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pneumonia</td>
<td>Pulmonary embolism</td>
<td>0.44</td>
<td>0.30</td>
<td>0.26</td>
</tr>
<tr>
<td>Acute MI</td>
<td>Type A aortic dissection</td>
<td>0.53</td>
<td>0.33</td>
<td>0.14</td>
</tr>
<tr>
<td>Tubo-ovarian abscess</td>
<td>Appendicitis</td>
<td>0.46</td>
<td>0.39</td>
<td>0.15</td>
</tr>
<tr>
<td>Subarachnoid haemorrhage</td>
<td>Meningitis</td>
<td>0.36</td>
<td>0.57</td>
<td>0.07</td>
</tr>
<tr>
<td>Kidney stone</td>
<td>Type B aortic dissection</td>
<td>0.49</td>
<td>0.38</td>
<td>0.13</td>
</tr>
<tr>
<td>Pyelonephritis</td>
<td>Abdominal aortic aneurism</td>
<td>0.52</td>
<td>0.34</td>
<td>0.14</td>
</tr>
<tr>
<td>Pancreatitis</td>
<td>Cholecystitis</td>
<td>0.42</td>
<td>0.58</td>
<td>0.00</td>
</tr>
<tr>
<td>Cellulitis</td>
<td>Deep vein thrombosis</td>
<td>0.56</td>
<td>0.43</td>
<td>0.01</td>
</tr>
</tbody>
</table>

ML, myocardial infarction.
relation between number of biases and response to the ‘error’ question was also conducted as a two-way ANOVA, with question response (yes/no) and case as the two factors.

Finally, the analysis of agreement used the fact that κ and the intraclass correlation are mathematically identical to estimate an average κ across all raters by computing variance due to cases, raters and error, and then calculating an intraclass correlation coefficient (ICC). Values were classified as poor (ICC values: 0–0.2), fair (ICC values: 0.21–0.4), moderate (ICC values: 0.41–0.6) or substantial (ICC values: 0.61–0.8) based upon definitions outlined by Landis and Koch.

RESULTS

As shown in table 2, the majority of participants had training in primary care, mostly internal medicine and emergency medicine. They had been in practice for anywhere from 1 to 45 years (mean 27 years), and about three-quarters of them saw patients more than 25% of their work time.

The primary analysis by case examined the number of cognitive biases identified when the follow-up outcome was consistent or inconsistent with the clinician’s initial diagnostic plan. When the follow-up result was inconsistent (i.e., supported the diagnosis that the clinician had not pursued), there were twice as many biases identified as when it was consistent (3.44 (1.53) vs 1.75 (1.80)) : F(1,280)=73.3, p<0.0001. The equivalent analysis of the average number of biases by subject yielded an F(1,36) of 104.3, p<0.00001. As shown in table 3, an excess of biases by subject yielded an F(1,36) of 104.3, p<0.00001. The equivalent analysis of the average number of biases in the presence of an inconsistent outcome resulted in identification of twice as many biases, despite the identical case description to that point. This suggests that was consistent with the initial diagnostic plan versus 60% when it was inconsistent (χ²=80.8, p<0.0001). When the participant judged that a diagnostic error was present, there was a greater number of biases identified: 3.22 (1.50) vs 1.27 (1.82) (F(1,280)=89.6, p<0.0001).

We examined the prevalence of individual biases in the two conditions and the agreement among respondents regarding the presence or absence of each bias in each case, as shown in table 4. The prevalence of individual biases was 73%–125% greater when the test result was inconsistent. The greatest increase occurred with availability and premature closure.

Finally we examined agreement among raters regarding the presence or absence of individual biases on each case, expressed as κ coefficients. The calculated κ coefficients were consistently poor (ranging from 0 to 0.063).

DISCUSSION

The current study investigated the ability of generalist physicians with special interest in diagnostic error to reliably detect cognitive biases. We examined agreement among raters about presence or absence of specific biases, and the extent to which the case outcome (consistent or inconsistent with the primary diagnosis pursued) affected the number of biases identified. The presence of an inconsistent outcome resulted in identification of twice as many biases, despite the identical case description to that point. This suggests that

| Table 3 | Number of biases by case and consistent/inconsistent |
|-----------------|-----------------|-----------------|
| Case            | Inconsistent     | Consistent      |
|                 | Mean  | SD   | Range | Mean  | SD   | Range |
| Pneumonia       | 3.40  | 1.40 | 1–5   | 2.63  | 1.67 | 0–6   |
| Acute MI        | 3.72  | 1.35 | 1–5   | 1.23  | 1.48 | 0–5   |
| Tubo-ovarian    | 3.74  | 1.60 | 1–6   | 1.50  | 1.40 | 0–4   |
| abscess         |       |      |       |       |      |       |
| Subarachnoid    | 3.54  | 1/72 | 1–6   | 1.08  | 1.80 | 0–6   |
| haemorrhage     |       |      |       |       |      |       |
| Kidney stone    | 3.45  | 1.57 | 0–5   | 1.88  | 1.90 | 0–6   |
| Pyelonephritis  | 3.85  | 1.27 | 1–6   | 1.59  | 2.03 | 0–6   |

MI, myocardial infarction.

| Table 4 | Per cent of cases where individual biases were present by consistent/inconsistent test result and inter-rater reliability |
|-----------------|-----------------|-----------------|-----------------|
|                 | Consistent (%)  | Inconsistent (%)| Relative increase (%) | κ Value |
| Anchoring       | 35              | 70              | 100              | 0.0     |
| Availability    | 25              | 55              | 120              | 0.025   |
| Base rate neglect| 11              | 28              | 150              | 0.063   |
| Confirmation    | 35              | 62              | 77               | 0.024   |
| Premature closure| 39              | 88              | 125              | 0.046   |
| Representativeness| 26              | 45              | 73               | 0.044   |

reviewers exhibited a strong ‘hindsight’ bias,\textsuperscript{16} where knowledge of a delayed diagnosis or an adverse event led to a more intensive search for possible causes. Further, an inconsistent outcome was far more likely to be considered a diagnostic error than a consistent outcome. However, not all inconsistent outcomes were considered diagnostic errors and some of the consistent outcomes were considered diagnostic errors. It may be that reviewers were considering different definitions of diagnostic error or different clinical problem-solving strategies.

Further, the inter-rater agreement about the presence or absence of specific biases was poor. This lack of agreement is surprising, although careful examination of prior studies that identified cognitive biases retrospectively did not identify any studies where reliability was reported. One study\textsuperscript{24} coded biases as part of a larger text coding scheme and reported agreement of 80\%–95\% on a single pilot transcript. It is unclear how these numbers inform the issue of identifying specific biases. A second retrospective study of diagnostic errors in primary care\textsuperscript{25} computed inter-rater reliability for ‘process’ errors but did not specifically identify any cognitive biases.

There are several limitations to this study. It may be that the individuals who agreed to participate in the study were not sufficiently expert in recognising cognitive biases. Though they are all members of the SIDM listserv, thus having expressed an interest in diagnostic error and presumably read discussions on the listserv, we could have tested their understanding. Still, we presume they have at least similar knowledge of biases to physicians who are participating as reviewers of real world cases of diagnostic error. It must also be recognised that an assumption of much of the literature on cognitive bias in diagnostic error is that straightforward instruction about biases at the undergraduate or residency level will be sufficient to reduce errors; the fact that these individuals, who likely have both more interest and more experience, were unable to agree on biases may serve as a cautionary note.

It is not clear how one could find a more appropriate cohort. On the other hand, a strength of the study was the enrolment of a geographically diverse cohort of experienced generalist physicians, whose clinical skills are directed toward the management of undifferentiated patient complaints where multiple diagnoses are possible.

The sample size was relatively small, although the results were highly significant. Perhaps more serious is the relatively low response rate. From the nature of the sampling strategy, we have no way to identify response bias by comparing with non-responders; however, a higher response rate may well have led to even stronger effects, since presumably those who volunteered were confident in their understanding of cognitive biases. In any case, the observed difference was large. A sensitivity analysis suggests that it would require an additional 166 participants who showed no evidence of outcome bias to make the overall effect not significant.

Finally, the study could be faulted for using written cases, which Blumenthal-Barby\textsuperscript{12} identified as potential threat to validity. However, there is a critical difference; participants in the studies that identified bias through written cases were required to assume the role of a clinician working up a case. In our study, participants were asked to act as reviewers of a case workup. The review format was not unlike what might be encountered in any retrospective case review.

It may be argued that the cases lacked sufficient detail to permit identification of cognitive biases. However, again, we expect that the details are similar to those available in chart reviews. The cases are also very close to the kinds of cases that have been used in studies of cognitive bias\textsuperscript{11 13 14} with the critical difference that the present cases were not deliberately designed to induce specific bias.

The imprecision of the definitions may be viewed as a limitation. However, it should be emphasised that these were not chosen by the authors, but rather are taken directly from a published source\textsuperscript{2} and in fact several are nearly identical to definitions in the IOM report.\textsuperscript{1} Certainly, the brief definitions suggest that the biases are overlapping and not distinct, and may simply be impossible to identify unambiguously from a retrospective report. For example, it could be argued that all case workups showed ‘premature closure’ since, although there were two possible diagnoses suggested by the case, the ‘physician’ pursued only one. Since both diagnoses are roughly equiprobable, this would be true regardless of whether the test was consistent or inconsistent. However, hindsight bias seems to greatly impact this attribution: premature closure was cited as a bias in only 39\% of consistent cases, whereas 88\% of inconsistent cases were deemed to demonstrate this bias. Similarly, it could be argued that ‘base rate neglect’ is present any time an error is committed (unless both diagnoses have exactly the same prevalence), since either the clinician picked the common diagnosis when the rare one was correct or picked the rare diagnosis when the common one was correct.

Conversely, ‘availability’ bias—which amounts to overestimating the likelihood of a particular diagnosis because past salient cases cause clinicians to overrepresent the probability of a given diagnosis—cannot be inferred from our experimental case descriptions because respondents had no access to the ‘internal narrative’ of the treating clinician, and there was no information given about these clinicians’ past experiences. Despite this, availability bias was cited frequently by participants, and again appears vulnerable to hindsight, implicated in 25\% of consistent cases and 55\% of inconsistent cases.
These findings have consequences for the application of procedures to identify cognitive biases as a strategy for diagnostic error reduction. While many authors have advocated teaching students to prospectively recognize cognitive bias in their own reasoning so they can apply error-correcting ‘cognitive forcing strategies’, the fact that even relative experts are unable to distinguish among various biases suggests that this may not be possible. This may explain why the few studies teaching instructional strategies to combat errors by consciously overcoming cognitive biases have consistently demonstrated little benefit.

The finding of a very strong ‘hindsight bias’ has been identified previously in a medical context. However, in that study, the judgement was simply whether care was adequate or not. Diagnostic error was not a focus of this investigation and, critically, the methods did not explore the causes underlying the judgement of adequate or inadequate care. In the present study, we have critically examined the purported role of cognitive bias in diagnostic error and shown that these causal judgements are strongly influenced by case outcomes.

The findings have implications for retrospective chart review of diagnostic errors. As Wears described, hindsight bias can result in a simplistic misunderstanding of the cause of errors. Two strategies that might help are: (a) inclusion of cases in which no errors were detected, and (b) interviewing the clinician involved. One of us (LZ) used precisely this approach, and found that many of the errors that appeared to be a consequence of cognitive bias were revealed to be knowledge gaps. Nevertheless, interviews are not a panacea; they depend on fallible memory and reconstruction, and prevent the types of experimental outcome manipulations that a study of these judgements the detection of biases and error in the process. And if, as some propose, diagnostic errors arise in Type 1 processes, these are unconscious processes and hence not available to introspection.

CONCLUSIONS
This study has shown that observers with an interest in diagnostic error are unable to agree on the presence of specific cognitive biases in clinical case workups. Further, they are strongly influenced by ‘hindsight bias, where knowledge of the case outcome strongly influences the detection of biases and error in the process. While cognitive bias may play a role in diagnostic error, and there may be potential to reduce error by better understanding cognitive bias, this study suggests that our current approaches to recognizing and reducing cognitive biases are unlikely to have an impact on the prevalence of diagnostic errors.
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