Evaluating equity in performance of an electronic health record-based 6-month mortality risk model to trigger palliative care consultation: a retrospective model validation analysis
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ABSTRACT
Objective: Evaluate predictive performance of an electronic health record (EHR)-based, inpatient 6-month mortality risk model developed to trigger palliative care consultation among patient groups stratified by age, race, ethnicity, insurance and socioeconomic status (SES), which may vary due to social forces (eg, racism) that shape health, healthcare and health data.

Design: Retrospective evaluation of prediction model.
Setting: Three urban hospitals within a single health system.
Participants: All patients ≥18 years admitted between 1 January and 31 December 2017, excluding observation, obstetric, rehabilitation and hospice (n=58464 encounters, 41327 patients).

Main outcome measures: General performance metrics (c-statistic, integrated calibration index (ICI), Brier Score) and additional measures relevant to health equity (accuracy, false positive rate (FPR), false negative rate (FNR)).

Results: For black versus non-Hispanic white patients, the model’s accuracy was higher (0.051, 95% CI 0.044 to 0.059), FPR lower (−0.060, 95% CI −0.067 to −0.052) and FNR higher (0.049, 95% CI 0.023 to 0.078). A similar pattern was observed among patients who were Hispanic, younger, with Medicaid/missing insurance, or living in low SES zip codes. No consistent differences emerged in c-statistic, ICI or Brier Score. Younger age had the second-largest effect size in the mortality prediction model, and there were large standardised group differences in age (eg, 0.32 for non-Hispanic white versus black patients), suggesting age may contribute to systematic differences in the predicted probabilities between groups.

Conclusions: An EHR-based mortality risk model was less likely to identify some marginalised patients as potentially benefiting from palliative care, with younger age pinpointed as a possible mechanism. Evaluating predictive performance is a critical preliminary step in addressing algorithmic inequities in healthcare, which must also include evaluating clinical impact, and governance and regulatory structures for oversight, monitoring and accountability.

WHAT IS ALREADY KNOWN ON THIS TOPIC
⇒ Clinical prediction models may vary in their predictive performance across sociodemographic groups due to social forces (eg, racism) that shape health, healthcare and health data.
⇒ Inequities in predictive performance are rarely examined empirically, and no consensus guidelines exist about the best way to do so.

WHAT THIS STUDY ADDS
⇒ We identified disparities in the predictive performance of an electronic health record-based 6-month mortality risk model across patient sociodemographic groups, where it underpredicted mortality risk for some marginalised patients. Thus, it was less likely to identify marginalised patients as likely to benefit from palliative care services; actual impact to care delivery and patient outcomes has yet to be evaluated.
⇒ These disparities occurred despite the fact that no ‘sensitive’ social predictors were included in the model (beyond age and binary sex) and no consistent pattern appeared focusing on general performance metrics alone.

INTRODUCTION
Interest in machine learning (ML) and/or artificial intelligence (AI) for clinical decision support has exploded in recent years. The number of biomedical journal...
articles mentioning ML/AI increased by 1984% over the past decade,1 the market value of AI in healthcare is projected to reach $31.3 billion by 2025,2 and Food and Drug Administration approvals of ML/AI-based technologies have steadily increased.3 However, there is increasing recognition that models are likely to have unequal performance across patient subgroups.4–7 Yet, the rapid uptake of ML/AI tools in healthcare has outpaced the necessary assessment of the potential for such algorithms to entrench or exacerbate health inequities.8–11

The potential for ‘algorithmic bias’ in clinical prediction models, whether ML-based or regression-based, emerges in part via the use of electronic health record (EHR) data. Racism and other social forces not only cause differential disease distribution among oppressed groups,12–16 but also fundamentally shape the delivery of healthcare in the USA.17 Racism, for example, is subsequently encoded in the EHR in myriad ways, including data missingness due to barriers to care, differential ordering of tests or treatment, implicit or explicit bias in documentation, and organisation-level and policy-level factors.17–23

Health systems are increasingly using EHR-based prediction models to identify patients most likely to benefit from specific interventions. A recurrent example of this is the use of prognostic models to predict risk of death or other undesirable outcomes in an effort to improve targeted delivery of supportive or palliative care interventions for serious illness,24–31 along a pressing national priority.32–34 Yet, no studies to date have rigorously evaluated the myriad published EHR-based prognostic models for potential differential predictive performance among patient subgroups, particularly for structurally marginalised patients with reduced access to high-quality serious illness care at baseline.35 Such evaluations are needed to help ensure these models do not exacerbate inequities in access to high-quality serious illness care when incorporated into daily practice. Thus, to demonstrate an approach for comparative evaluation of predictive performance across marginalised sociodemographic patient groups, we use an existing EHR-based prognostic model that was developed to improve inpatient palliative care delivery.36 For this study, we understand differences in predictive performance across social categories as not due to innate differences between people, but rather due to social context which impacts health and healthcare (eg, living in a racist society as a root cause of illness, rather than an individual’s racial identity).37 10 14

METHODS
Prediction model
This study evaluates a previously published mortality risk model, Palliative Connect, developed at the University of Pennsylvania Health System (UPHS). The model was designed to predict probability of death within 6 months on the second day of an acute care hospital admission, and was used to promote inpatient palliative care consultation for patients with a risk score above a selected threshold.30 The model is a logistic regression model that was fit using backward stepwise selection in a split-sample approach (85% of the total sample was used for a training set and 15% for a test set); see online supplemental appendix table 1 for a full list of predictors and their coefficients. Predictors included comorbidities from the previous decade, lab values from the index admission and admission type (eg, elective or emergent). Two patient demographic variables, age and binary sex, were also included.30 The outcome for the prediction model was death within 6 months, defined by <180 days between hospital admission and death dates.

Data sources
The data sources used for this study include the EHR from three urban hospitals within UPHS, the Social Security Death Master File (SSDMF)36 and the American Community Survey (ACS), all from 2017.37 We collected the mortality risk model predictors, patients’ zip code, race, ethnicity, insurance type and death date from the EHR. The ACS is an annual survey administered by the Census Bureau to a random sampling of all US households. We merged the ACS with EHR data to generate zip code level estimates of household income and educational attainment. Finally, we merged the EHR data with the SSDMF using social security number and date of birth to determine vital status and death date. Among those who died, EHR death date was preferred if there was a missing or conflicting date in the SSDMF.

Study population
The original Palliative Connect training cohort was constructed via an 85/15 training/test split stratified by patient (eg, if a patient is selected for the training set, all their encounters are included in the training set). Inclusion criteria were all admissions in the 2016 calendar year for patients ≥18 years, excluding observation, obstetric, rehabilitation and hospice admissions (n=55 500 encounters corresponding to 40 000 unique patients). The test cohort for this evaluation project included all admissions from 2017 who met the same aforementioned inclusion criteria (n=58 464 encounters corresponding to 41 327 unique patients).
Patient variables
We identified patient subgroups of interest based on existing health disparities evidence, our hypotheses stemming from a social constructivist framework (eg, individual-level measures of socioeconomic status (SES) are related to health via larger mechanisms like privatisation of healthcare), and which had sufficient sample size to support our analyses (eg, ≥10 occurrences in both Palliative Connect outcome categories—10 patients who died within 6 months of an index hospital encounter and 10 patients who survived).

EHR variables
The binary sex variable contained two categories (male, female). Sex in EHR data refers to a person’s biological and physiological characteristics, is assigned at birth, and is distinct from gender identity and sexual orientation. This EHR data source did not include a category for intersex or people of other sexes. Patient age was defined at the time of admission categorised into quartiles to evaluate model performance among older versus younger patients. Insurance status was categorised as Medicaid, Medicare, managed care and private. Medicare is a federal insurance programme in the USA for people 65 years and older; Medicaid is a US federal-state assistance programme for low-income people; private insurance is sold by health insurance companies, as are managed care plans. Missing insurance data were considered a proxy for being uninsured. The variable for patient race contained eight categories (American Indian/Alaskan Native, Asian, Black or African-American, Native Hawaiian/Pacific Islander, white, mixed, other, unknown). Discrepancies between EHR racial categorisations and self-reported racial identity data are well-documented, with related limitations from the use of a small number of a priori categories determined by the Office of Management and Budget. Thus, we understand the patient race variable best reflects how a patient is racialised by healthcare institutions, and therefore a patient’s experience of racism, both structural and interpersonal, in healthcare delivery (patients with race coded as ‘Black or African-American’ are assumed to be racialised as black). Similarly, given the enormous heterogeneity of people labelled as ‘Hispanic’ and the significant limitation of a single ethnic category, we use the ethnicity variable (‘Hispanic’ vs ‘non-Hispanic’) as distinct from race and a proxy for position within society, (eg, systematic exclusion from jobs with adequate sick leave policies) rather than sociocultural characteristics (eg, referring to a specific diet or language).

ACS variables
The two SES measures were zip code level median household income and zip code level educational attainment, defined as the proportion of residents >25 years of age who completed a bachelor’s degree or higher. Both SES variables were categorised into quartiles to enable comparisons of higher to lower levels.

Outcome
The primary outcome for this study were six performance metrics used to evaluate Palliative Connect predictions: c-statistic (or area under the curve), integrated calibration index (ICI), Brier Score, accuracy, false positive rate (FPR) and false negative rate (FNR).

Statistical analyses
We compared the model's predictive performance across selected strata of age, sex, race, ethnicity, insurance status, zip code level household income, and zip code level educational attainment, using Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis (TRIPOD) guidelines and additional performance metrics for validation. The reference group for each variable was selected based on existing evidence and our hypotheses regarding the most structurally advantaged groups in US healthcare generally and palliative care services specifically. The reference group for each stratifying variables were, respectively: age—oldest quartile; race—non-Hispanic white patients; ethnicity—non-Hispanic white patients; insurance—patients with Medicare; household income—patients residing in zip codes in the highest quartile of household income; educational attainment—patients residing in zip codes in the highest quartile of educational attainment.

We used a nonparametric pairwise bootstrapping approach. Given sufficient sample size, minimal sampling bias, and the quantity being estimated is not an extreme value (ie, the maximum), nonparametric bootstrapping is a flexible way to compare two statistics without making distributional assumptions. Estimating predictive performance for patients in all racial categories is important. However, there was little variation in mortality in the test data set for patients coded as American Indian/Alaskan Native, Native Hawaiian/Pacific Islander or mixed race (<10 patients in each of these categories died during the study period), resulting in performance estimates that were undefined and/or implausibly optimistic. Thus, these subgroups were excluded from analysis. Furthermore, studying and theorising inequities in predictive performance and/or healthcare delivery for patient populations coded as ‘other’ or ‘unknown’ race is critically important, but outside the scope of this study.

First, six identical copies of the test data, corresponding to the six stratifying variables, were partitioned into strata defined by the subgroups of interest. We used the previously published coefficients of the Palliative Connect model to generate predictions of 6-month mortality risk for each encounter in this test data. Then, each subgroup data set was resampled with replacement 500 times at the patient level. For
each iteration, we calculated six predictive performance metrics: Brier Score, c-statistic, ICI, accuracy, FPR and FNR.

Performance metrics

The TRIPOD guidelines state evaluations should report discrimination and calibration, with ‘overall’ performance measures common but optional.\textsuperscript{53} We used the c-statistic, or area under the receiver operating characteristic (ROC) curve, as a measure of discrimination. For calibration, we used the ICI, where a lower number indicates better model calibration.\textsuperscript{51} Finally, we use the Brier Score as an overall measure of how close probabilistic predictions are to the actual outcome.

We examined additional performance metrics salient to health equity and clinical decision-making: accuracy (% correctly classified), FPR (false positive (FP)/FP+true negative (TN)), and FNR (false negative (FN)/FN+true positive (TP)). While these are not proper scoring rules (it is possible to obtain a perfect score with a model that makes errors),\textsuperscript{52} they provide meaningful comparisons between and within prediction models for purposes of examining equity.\textsuperscript{53} For example, these metrics facilitate a cost-asymmetrical analysis at a chosen, clinically relevant risk threshold.\textsuperscript{55-58}

For this analysis, we used the same risk threshold of ≥30% mortality as was done in the small clinical pilot study.\textsuperscript{30} In a sensitivity analysis, we used a higher threshold (≥50%) since the pilot study results suggested that ≥30% may be overly sensitive relative to patients’ actual palliative care needs and/or practical limitations of the palliative care team. All performance metrics were calculated at the encounter level. For classification metrics (accuracy, FPR, FNR), we further summarised at the patient level over multiple encounters (if applicable) to align model performance assessment with the clinical use-case.\textsuperscript{30} Specifically, some patients have multiple encounters within the span of 6 months before their death. In practice, patients only need to be flagged for consultation once, after which the palliative care team will follow as appropriate.\textsuperscript{30} Thus, if a patient had at least one encounter with a corresponding model prediction above the selected threshold in the 6 months before death, they were considered a TP (and FN if they had zero encounters with a predicted risk above threshold). If the patient survived the entire study period and had no encounters with a predicted mortality risk above the threshold, they were considered a TN (FP if they had at least one encounter above the threshold). If a patient appeared in the data for longer than 6 months (and then died), they contributed two classifications (either TN/FP for the first time period and TP/FN for the 6 months directly prior to their death). The percentile method was used to generate 95% CIs for each metric.\textsuperscript{59} Results were considered statistically significant if the CIs of the bootstrapped difference (subgroup—reference group) did not cross zero. All analyses were conducted in R V3.6.1. The analytical workflow, with the race variable as an exemplar, can be found in the appendix (online supplemental appendix figure 1).

We conducted a secondary analysis to identify potential mechanisms of predictive performance differences. We performed bivariate analyses between the original model’s predictor coefficients and the standardised mean difference in each predictor variable between the reference group and subgroup of interest. Standardised mean difference is defined as the difference between the two group means divided by the SD of the variable, and can be a positive or negative value. If a predictor in the model has both (1) A large positive effect size and a large positive standardised mean difference or (2) A large negative effect size and a large negative standardised mean difference, then that predictor likely contributes to systematic differences in the predicted probabilities between the two groups.

Patient and public involvement

Patients or the public were not directly involved in the design, conduct, reporting or dissemination of this research.

RESULTS

The test data included 58 464 encounters among 41 327 patients (table 1). In the test data, the median patient age was 60.8 years (IQR 47.8–71.2) and 20 511 (49.6%) were male. The majority of patients in the test data were categorised as white (22 962, 55.6%) or black (14 428, 34.9%); the majority were insured through Medicare (18 360, 44.4%) or a managed care plan (11 077, 26.8%). The median zip code level household income was $58 784 (IQR $33 177 to $80 363) and the median proportion of adults ≥25 years of age who completed high school as the highest level of educational attainment was 31.9% (IQR 22.8%–37.8%). Of the patients in the test data 8.9% died within the study period. The test data was overall comparable to the training data, but was older (median age 60.8 years vs 58.5 years), had more male patients (49.6% vs 45.7%) and had more Medicare patients (44.4% vs 39.2%). See table 1 for additional study cohort characteristics.

TRIPOD performance metrics

For the test cohort overall, the c-statistic was 0.816 (95% CI 0.811 to 0.821), the Brier Score 0.087 (95% CI 0.085 to 0.089) and the ICI 0.014 (95% CI 0.012 to 0.013) (online supplemental appendix table 3); see online supplemental appendix table 2 for point estimates of the TRIPOD performance metrics by subgroup. The c-statistic was significantly higher (bootstrapped difference 0.075, 95% CI 0.052 to 0.093) and Brier Score (−0.109, 95% CI −0.114 to −0.104) and ICI (−0.035, 95% CI −0.042 to −0.028) were significantly lower in the youngest versus the oldest.
### Table 1  Characteristics of the palliative connect training cohort versus study test cohort at the patient level

<table>
<thead>
<tr>
<th></th>
<th>Training data 2016 (n=40000)</th>
<th>Test data 2017 (n=41327)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>58.5 (41.9–69.8)</td>
<td>60.8 (47.8–71.2)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>36 (0.1%)</td>
<td>28 (0.1%)</td>
</tr>
<tr>
<td>Asian</td>
<td>1120 (2.8%)</td>
<td>987 (2.4%)</td>
</tr>
<tr>
<td>Black or African-American</td>
<td>13749 (34.4%)</td>
<td>14428 (34.9%)</td>
</tr>
<tr>
<td>Mixed race ≤10 (0.0%)</td>
<td>≤10 (0.0%)</td>
<td>≤10 (0.0%)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>38 (0.1%)</td>
<td>31 (0.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>956 (2.4%)</td>
<td>1078 (2.6%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1560 (3.9%)</td>
<td>1746 (4.2%)</td>
</tr>
<tr>
<td>White</td>
<td>22524 (56.3%)</td>
<td>22962 (55.6%)</td>
</tr>
<tr>
<td>Missing</td>
<td>16 (0.0%)</td>
<td>63 (0.2%)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1563 (3.9%)</td>
<td>1299 (3.1%)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>38205 (95.5%)</td>
<td>39761 (96.2%)</td>
</tr>
<tr>
<td>Missing</td>
<td>232 (0.6%)</td>
<td>267 (0.6%)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>21723 (54.3%)</td>
<td>20816 (50.4%)</td>
</tr>
<tr>
<td>Male</td>
<td>18277 (45.7%)</td>
<td>20511 (49.6%)</td>
</tr>
<tr>
<td><strong>Insurance type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managed</td>
<td>12276 (30.7%)</td>
<td>11077 (26.8%)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>6889 (17.2%)</td>
<td>6679 (16.2%)</td>
</tr>
<tr>
<td>Medicare</td>
<td>15660 (39.2%)</td>
<td>18360 (44.4%)</td>
</tr>
<tr>
<td>Private</td>
<td>3698 (9.2%)</td>
<td>3807 (9.2%)</td>
</tr>
<tr>
<td>Missing</td>
<td>1477 (3.7%)</td>
<td>1404 (3.4%)</td>
</tr>
<tr>
<td><strong>Household income (in USD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>58574 (33117–78812)</td>
<td>58784 (33117–80363)</td>
</tr>
<tr>
<td>Missing</td>
<td>300 (0.8%)</td>
<td>266 (0.6%)</td>
</tr>
<tr>
<td><strong>Less than ninth grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.030 (0.019–0.045)</td>
<td>0.029 (0.019–0.042)</td>
</tr>
<tr>
<td>Missing</td>
<td>300 (0.8%)</td>
<td>222 (0.5%)</td>
</tr>
<tr>
<td><strong>High school graduate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.321 (0.228–0.382)</td>
<td>0.319 (0.228–0.378)</td>
</tr>
<tr>
<td>Missing</td>
<td>300 (0.8%)</td>
<td>222 (0.5%)</td>
</tr>
<tr>
<td><strong>Some college</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.243 (0.200–0.276)</td>
<td>0.246 (0.206–0.279)</td>
</tr>
<tr>
<td>Missing</td>
<td>300 (0.8%)</td>
<td>222 (0.5%)</td>
</tr>
<tr>
<td><strong>Bachelor’s degree</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.171 (0.134–0.278)</td>
<td>0.172 (0.134–0.277)</td>
</tr>
<tr>
<td>Missing</td>
<td>300 (0.8%)</td>
<td>222 (0.5%)</td>
</tr>
<tr>
<td><strong>Graduate degree</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.106 (0.067–0.203)</td>
<td>0.106 (0.069–0.200)</td>
</tr>
<tr>
<td>Missing</td>
<td>300 (0.8%)</td>
<td>222 (0.5%)</td>
</tr>
<tr>
<td><strong>Mortality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alive</td>
<td>36633 (91.6%)</td>
<td>37638 (91.1%)</td>
</tr>
<tr>
<td>Died</td>
<td>3367 (8.4%)</td>
<td>3689 (8.9%)</td>
</tr>
</tbody>
</table>

Cohort data above are depicted at the patient level. The original Palliative Connect training cohort (‘Training data 2016’, above) consisted of a random 85/15 training/test split stratified by patient (eg, if a patient is selected for the training set, all their encounters are included in the training set), of all admissions in the 2016 calendar year for patients ≥18 years, excluding observation, obstetric, rehabilitation and hospice admissions (n=55500 encounters corresponding to 40000 unique patients). The test cohort for this evaluation project included all admissions from 2017 who met the same aforementioned inclusion criteria (n=58464 encounters corresponding to 41327 unique patients). ‘Died’ indicates that the patient died within 6 months of their last hospital encounter during the study period. Household income is the median household income for the zip code in which the patient lives. Education variables (less than ninth grade, high school graduate, some college, bachelor’s degree, graduate degree) correspond to the proportion of all residents ≥25 years old in the patient’s zip code for which this is the highest level of educational attainment achieved (eg, a bachelor’s degree but no further).
patients (table 2). This pattern of better Brier Score, discrimination and calibration was consistent for the second and third younger quartiles compared with the oldest, and for non-Medicare (except for those missing insurance information) versus Medicare (figure 1). For black versus non-Hispanic white patients and female versus male patients, the Brier Score and discrimination were significantly better; calibration results were non-significant. In contrast, for Hispanic versus non-Hispanic white patients and for Asian versus non-Hispanic white patients, discrimination and Brier Score did not significantly differ, and calibration was significantly worse. For patients in the lowest quartile of household income, all three measures were significantly lower versus the patients in the highest quartile of household income; for patients in the second-lowest quartile, only the ICI was significantly higher. For the lowest quartile of educational attainment, the Brier Score and ICI were significantly lower; for the second quartile the Brier Score was significantly higher and c-statistic lower, and for the third quartile, the c-statistic was again significantly lower.

Health equity performance metrics
For the test cohort overall, the accuracy was 0.839 (95% CI 0.835 to 0.844), the FPR 0.128 (95% CI 0.123 to 0.131) and the FNR 0.419 (95% CI 0.406 to 0.435) (online supplemental appendix table 3); see online supplemental appendix table 2 for point estimates of the health equity performance metrics by subgroup. For the following patient subgroups relative to their reference, the accuracy of the prediction model was significantly higher, FPR significantly lower and FNR significantly higher: younger, black, Hispanic, Medicaid or missing insurance information, lower median household income, lower educational attainment (table 2). This same pattern was seen in patients with private insurance and for female patients, except for FNR which was not significantly different (figure 2). For Asian compared with non-Hispanic white patients, model accuracy and FPR did not differ, and the FNR was significantly lower. This general trend remained the same when the threshold was raised to ≥50% mortality risk (online supplemental appendix table 4).

Potential drivers of difference
In our analysis of model predictors as potential drivers of the differences detected in model performance, we found that age had the second-largest (positive) effect size and large standardised mean differences across most subgroups. Urgent admission type had a larger effect size, but negligible standardised mean difference (figure 3). Uncomplicated hypertension and female sex had moderate, negative effect sizes and moderate standardised mean differences for select subgroups, including Hispanic and black patients, and patients in the lowest educational attainment and income quartiles (online supplemental appendix figures 2–6).

DISCUSSION
In this retrospective model validation analysis, we identified a number of differences in the predictive performance of an EHR-based 6-month mortality risk model in terms of TRIPOD-designated metrics, but these differences did not consistently advantage or disadvantage marginalised groups. For some marginalised groups, all three metrics were markedly improved; for others there were statistically significant differences but of negligible magnitude (eg, c-statistic of 0.812 vs 0.823) or these metrics were worse. For equity-relevant metrics, a more consistent pattern emerged: among patients categorised as black, ‘Hispanic’, younger patients and patients with Medicaid or missing insurance or living in low SES zip codes, the model had greater accuracy, a lower FPR and a higher FNR. This resulted in more conservative (that is, lower probability) predictions for these patients. For example, the difference observed in the FNR by income suggests that the model underpredicted risk for 49.9% of patients from the lowest-income zip codes that died in the subsequent 6 months compared with 31.2% of patients from the highest-income zip codes. If the model were applied deterministically in clinical care (eg, without clinicians’ deviating from its recommendations), 69.8% of highest-income patients who died during the study period would have been connected to palliative care in the last 6 months of life versus only 51.1% of lowest-income patients. Both of these quartiles had a similar mortality rate (8.5% vs 8.2%, respectively). These differences appear to be driven, at least partially, by younger age distributions among marginalised subgroups.

Strengths and weaknesses of the study
Despite recognition that performance of clinical prediction models is likely to vary across marginalised patient subgroups, a comprehensive evaluation of a serious illness EHR-based model using TRIPOD and other recommended performance metrics has not previously been reported to our knowledge. Limitations of the present study include examining patient subgroups using EHR data and public ecological databases, which are variably collected as self-report, surrogate-report or ascribed, and require assumptions that such data serves as sufficient proxies for more complex social relations. Furthermore, we were not able to estimate performance for several subgroups (patients coded as American Indian/Alaska Native, Native Hawaiian/Pacific Islander or mixed race) because very few or no deaths occurred in our sample. Estimating performance for these groups is critically important and future work could leverage larger cohorts or techniques such as oversampling or Bayesian estimation to do so. We also examined patient
Table 2  Differences in model predictive performance by metric, patient subgroup minus corresponding reference group

<table>
<thead>
<tr>
<th>Subgroup N</th>
<th>Accuracy</th>
<th>FPR</th>
<th>FNR</th>
<th>Brier</th>
<th>C-statistic</th>
<th>ICI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
</tr>
<tr>
<td>Age (ref: oldest)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third quartile</td>
<td>10.332</td>
<td>0.099 * (0.087 to 0.110)</td>
<td>-0.109 * (-0.123 to -0.096)</td>
<td>-0.016 (-0.045 to 0.026)</td>
<td>-0.039 * (-0.045 to -0.033)</td>
<td>0.062 * (0.048 to 0.075)</td>
</tr>
<tr>
<td>Second quartile</td>
<td>10.332</td>
<td>0.172 * (0.159 to 0.181)</td>
<td>-0.192 * (-0.203 to -0.179)</td>
<td>0.041 * (0.005 to 0.077)</td>
<td>-0.063 * (-0.069 to -0.057)</td>
<td>0.112 * (0.100 to 0.126)</td>
</tr>
<tr>
<td>Youngest</td>
<td>10.332</td>
<td>0.254 * (0.244 to 0.263)</td>
<td>-0.266 * (-0.276 to -0.255)</td>
<td>0.333 * (0.285 to 0.379)</td>
<td>-0.109 * (-0.114 to -0.104)</td>
<td>0.075 * (0.052 to 0.093)</td>
</tr>
<tr>
<td>Race (ref: Non-Hispanic white)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1646</td>
<td>-0.018 (-0.048 to 0.006)</td>
<td>0.031 (-0.005 to 0.062)</td>
<td>-0.108 * (-0.189 to -0.022)</td>
<td>0.017 (0.000 to 0.031)</td>
<td>0.025 (-0.008 to 0.054)</td>
</tr>
<tr>
<td>Black or African-American</td>
<td>14428</td>
<td>0.051 * (0.044 to 0.059)</td>
<td>-0.065 * (-0.067 to -0.052)</td>
<td>0.049 * (0.023 to 0.078)</td>
<td>-0.012 * (-0.017 to -0.008)</td>
<td>0.011 * (0.000 to 0.021)</td>
</tr>
<tr>
<td>Ethnicity (ref: Non-Hispanic white)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1299</td>
<td>0.032 * (0.008 to 0.054)</td>
<td>-0.067 * (-0.087 to -0.048)</td>
<td>0.021 * (0.120 to 0.301)</td>
<td>0.001 (-0.012 to 0.015)</td>
<td>0.001 (-0.029 to 0.028)</td>
</tr>
<tr>
<td>Sex assigned at birth (ref: male)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20816</td>
<td>0.030 * (0.020 to 0.038)</td>
<td>-0.038 * (-0.046 to -0.030)</td>
<td>0.028 (0.000 to 0.057)</td>
<td>-0.004 * (-0.009 to -0.001)</td>
<td>0.015 * (0.005 to 0.026)</td>
</tr>
<tr>
<td>Insurance (ref: Medicare)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managed care</td>
<td>11082</td>
<td>0.120 * (0.110 to 0.129)</td>
<td>-0.108 * (-0.118 to -0.098)</td>
<td>-0.076 * (-0.112 to -0.047)</td>
<td>-0.056 * (-0.060 to -0.051)</td>
<td>0.099 * (0.088 to 0.108)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>6676</td>
<td>0.154 * (0.145 to 0.163)</td>
<td>-0.156 * (-0.165 to -0.148)</td>
<td>0.158 * (0.111 to 0.208)</td>
<td>-0.069 * (-0.073 to -0.065)</td>
<td>0.071 * (0.054 to 0.088)</td>
</tr>
<tr>
<td>Private</td>
<td>3810</td>
<td>0.113 * (0.102 to 0.125)</td>
<td>-0.112 * (-0.126 to -0.100)</td>
<td>0.007 (-0.044 to 0.055)</td>
<td>-0.050 * (-0.056 to -0.043)</td>
<td>0.092 * (0.074 to 0.106)</td>
</tr>
<tr>
<td>Missing</td>
<td>1404</td>
<td>0.168 * (0.157 to 0.179)</td>
<td>-0.170 * (-0.181 to -0.161)</td>
<td>0.184 * (0.110 to 0.257)</td>
<td>-0.071 * (-0.079 to -0.064)</td>
<td>0.115 * (0.098 to 0.138)</td>
</tr>
<tr>
<td>Household income (ref: highest)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third quartile</td>
<td>10.265</td>
<td>0.029 * (0.016 to 0.041)</td>
<td>-0.051 * (-0.064 to -0.036)</td>
<td>0.141 * (0.100 to 0.178)</td>
<td>-0.001 * (-0.008 to 0.005)</td>
<td>-0.014 (-0.028 to 0.033)</td>
</tr>
<tr>
<td>Second quartile</td>
<td>10.265</td>
<td>0.034 * (0.024 to 0.046)</td>
<td>-0.055 * (-0.068 to -0.045)</td>
<td>0.079 * (0.036 to 0.115)</td>
<td>0.003 (-0.003 to 0.010)</td>
<td>0.011 * (-0.002 to 0.028)</td>
</tr>
<tr>
<td>Least wealthy</td>
<td>10.266</td>
<td>0.053 * (0.043 to 0.065)</td>
<td>-0.078 * (-0.089 to -0.067)</td>
<td>0.187 * (0.144 to 0.223)</td>
<td>-0.011 * (-0.016 to -0.007)</td>
<td>-0.018 * (-0.032 to -0.003)</td>
</tr>
<tr>
<td>Educational attainment (ref: highest)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third quartile</td>
<td>10.276</td>
<td>0.0120 * (0.002 to 0.022)</td>
<td>-0.030 * (-0.042 to -0.018)</td>
<td>0.124 * (0.086 to 0.164)</td>
<td>0.004 (-0.001 to 0.0100)</td>
<td>-0.038 * (-0.051 to -0.026)</td>
</tr>
<tr>
<td>Second quartile</td>
<td>10.276</td>
<td>0.026 * (0.014 to 0.038)</td>
<td>-0.051 * (-0.062 to -0.039)</td>
<td>0.110 * (0.071 to 0.153)</td>
<td>0.010 * (0.005 to 0.0160)</td>
<td>-0.032 * (-0.048 to -0.015)</td>
</tr>
<tr>
<td>Lowest</td>
<td>10.276</td>
<td>0.061 * (0.051 to 0.072)</td>
<td>-0.078 * (-0.089 to -0.069)</td>
<td>0.135 * (0.092 to 0.173)</td>
<td>-0.018 * (-0.023 to -0.013)</td>
<td>0.005 (-0.007 to 0.019)</td>
</tr>
</tbody>
</table>

Age quartiles comprised: youngest (18.1–47.8 years), second quartile (47.8–60.8 years), third quartile (60.8–71.2 years) and oldest (71.2 to ≥90 years). Zip code level median household income quartiles comprised: lowest quartile ($11,269 to $33,117), second quartile ($33,117 to $58,784), third quartile ($58,784 to $80,363) and highest quartile ($80,363 to $225,598). Zip code level educational attainment (proportion of residents ≥25 years old who completed at least a bachelor’s degree, inclusive of all higher levels) quartiles comprised: lowest quartile (0%–21.9%), second quartile (21.9%–28.6%), third quartile (28.6%–48.7%) and highest quartile (48.8%–100%). *indicates that the bootstrapped 95% CI of the subgroup minus reference group difference for each metric does not include zero.

FNR, false negative rate; FPR, false positive rate; ICI, integrated calibration index.
Figure 1  Model predictive performance for each subgroup, TRIPOD-recommended metrics. Age quartiles comprised: youngest (18.1–47.8 years), second quartile (47.8–60.8 years), third quartile (60.8–71.2 years) and oldest (71.2 to ≥90 years). Zip code level median household income quartiles comprised: lowest quartile ($11269 to $33117), second quartile ($33117–$58784), third quartile ($58784–$80363) and highest quartile ($80363–$225598). Zip code level educational attainment (proportion of residents ≥25 years old who completed at least a bachelor’s degree, inclusive of all higher levels) quartiles comprised: lowest quartile (0%–21.9%), second quartile (21.9%–28.6%), third quartile (28.6%–48.7%) and highest quartile (48.8%–100%). ICI, integrated calibration index; TRIPOD, Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis.
Figure 2  Model predictive performance for each subgroup, health equity-relevant metrics. Age quartiles comprised: youngest (18.1–47.8 years), second quartile (47.8–60.8 years), third quartile (60.8–71.2 years) and oldest (71.2 to ≥90 years). Zip code level median household income quartiles comprised: lowest quartile ($11,269 to $33,117), second quartile ($33,117 to $58,784), third quartile ($58,784 to $80,363) and highest quartile ($80,363 to $225,598). Zip code level educational attainment (proportion of residents ≥25 years old who completed at least a bachelor’s degree, inclusive of all higher levels) quartiles comprised: lowest quartile (0%–21.9%), second quartile (21.9%–28.6%), third quartile (28.6%–48.7%) and highest quartile (48.8%–100%). FPR, false positive rate; FNR, false negative rate.
characteristics separately, but individuals hold multiple intersecting social identities potentially impacted by a given model’s predictive performance. Furthermore, attributing patients’ SES as those identifiable at the zip code level is error-prone, given evidence that considerable individual variation exists within zip codes. Finally, this study does not lay out a holistic evaluation framework for the equity impacts of EHR-based clinical decision support tools. These results only attend to performance across patient subgroups cross-sectionally and ‘in silico’, and does not elucidate the mortality model’s actual impact (if any) on clinical processes or patient outcomes. This approach is intended for empirically exploring potential impacts to marginalised patients prior to model implementation; significance findings should always be contextualised with group effect size and sample size (eg, not discounting impacts in small samples with large effect sizes and marginal significance). Finally, patient populations, healthcare practices and data inputs may differ over time and across institutions, thus limiting generalisability.

**Comparison to other studies**

These findings have important implications for the growing use of EHR-based prediction models for clinical decision support in general, and for palliative care delivery specifically. There is a critical shortage of palliative care services in the USA. Prognostic triggers for palliative care are one way in which many hospitals are responding to this challenge. However, little guidance exists on how to quantitatively evaluate disparities in these and other clinical prediction tools, either in current guidelines or in forthcoming ones. An important next step is to develop and implement rigorous procedures for evaluating equity of prediction performance throughout the model development process (eg, of which the approach presented here could be one part). By better understanding mechanisms by which a predictive model can exacerbate inequities in healthcare (eg, palliative care), there is an opportunity to reduce potential harms from deploying the model in clinical practice and its associated new workflows. Still, it is critical to acknowledge the limitations of optimising prediction models to address the broader questions of algorithmic inequity and healthcare inequity.

Resource scarcity, in addition to evidence suggesting that existing inequities in palliative care are driven in part by hospital-level variation in the availability of resources, highlights the critical need for structural interventions beyond clinical decision support tools to advance palliative care inequity. This includes policies to improve coverage and payment for these services and to expand, diversify and improve equity education for the palliative care workforce.

In this study, we found that differences in predictive performance persisted across patient subgroups despite the model containing no ostensibly ‘sensitive’ predictors (eg, race, insurance status). This approach to algorithmic fairness, whereby sensitive predictors are removed, often fails because the variation captured by these variables is still encoded in the remaining predictors. Efforts to remove ‘race correction’ are a critically important first step, but this highlights that additional model specification changes may be needed to target predictive performance equity.

Furthermore, with prognostic models, ‘self-fulfilling prophecies’ are a concern, that is when clinical models trigger interventions that impact the outcome they seek.
to predict and/or are based on data containing existing disparities such as EHR data.\textsuperscript{87} The former concern is unlikely to occur with clinical implementation of the model evaluated in this paper given consistent prior evidence that suggests palliative and supportive care interventions do not hasten death nor affect mortality rates.\textsuperscript{85–86} Moreover, the clinical use-case for this model is to trigger a palliative care consultation, which the treating clinician, patient or their family may decline and, unlike hospice care, can be provided concurrently with curative or restorative interventions. In contrast, given the well-documented disparities in provision of palliative care among marginalised patients and their families,\textsuperscript{35, 48} implementation of the model evaluated here could reproduce biased clinical decision making by other means (eg, by reinforcing clinicians’ explicit or implicit beliefs).

While age may seem to be an innocuous predictor to include in a mortality prediction model, it is important to be wary of several potential equity-related problems. First, inequities in life expectancy between black and white people in the USA have persisted for decades due to racism,\textsuperscript{15} resulting in different population-based age distributions, and contributing to the inequities seen in model performance in this study. Independently, deployment of a model which systematically under-predicts probability of death among young individuals, even if supported by sufficient system design,\textsuperscript{74} could entrench misperceptions that palliative care is only appropriate for older individuals. To the extent that age is then correlated with other characteristics of relevance to health equity, such as ethnicity, race, sex, insurance or SES, differences in age could drive under-prediction of mortality for these marginalised groups, making it less likely they are identified by the model as likely to benefit from palliative care.

In the USA, patients of advanced age with chronic serious illness comprise the majority of palliative care need; age will likely remain an important predictor in mortality models. Future work on model specification and preliminary validation could explore whether such differences in these models’ predictive performance can be mitigated by incorporating interaction terms between certain subgroups and age, further examine FNRs/sensitivity (aligned with equity concerns regarding marginalised patients’ experience of delayed/denied care), or incorporate additional metrics that compare model predictions to current clinical decision making (eg, number-needed-to-treat or number-needed-to-harm, net benefit). There is an arguable theoretical basis for including proxy measures of marginalisation (eg, structural racism (red-lining), interpersonal racism (discrimination at point of care), internalised racism (self-report on attitudes and mental health)),\textsuperscript{15} into predictions of individuals’ mortality risk, as these forces certainly affect patients’ health and well-being. This is different from using an individual’s race as a predictor for a physiological function like estimated glomerular filtration rate, which is then used to define a ‘normal’ range of values and to determine patients’ eligibility for kidney-related treatments,\textsuperscript{87} implicitly premised on a false ideology of black people’s biological inferiority. However, merging such social data with the EHR is practically and ethically fraught.\textsuperscript{38} Still, for any algorithm where social predictors are used, there is the risk of reifying extant beliefs about innate, biological differences among scientists and clinicians who build, circulate, interpret and use such models, and subsequently the broader public.\textsuperscript{8 9 89}

**CONCLUSION AND FUTURE WORK**

An EHR-based 6-month inpatient mortality risk model developed for triggered palliative care delivery had similar discrimination and calibration, yet differential accuracy, FPR and FNR among marginalised patient groups. This resulted in underprediction of risk of mortality for marginalised patients, which could result in fewer being identified for palliative care services when deployed in clinical practice. However, rigorous, equity-oriented quantitative evaluations of predictive performance are just one part of a multi-faceted approach required to address broader questions of algorithmic inequity in healthcare. To most effectively protect patient safety, future work must move beyond bias mitigation efforts with individual EHR-based clinical decision support tools towards developing and implementing governance and regulatory structures that pertain to equity. Although US federal regulation has been slow to emerge,\textsuperscript{90 91} myriad frameworks regarding clinical algorithms and equity have been proposed that are appropriate for healthcare systems.\textsuperscript{78 91–94} These frameworks vary, but core recommendations include transparency in documentation, stakeholder engagement and accountability to those most impacted (including patients), prospective and ongoing evaluation and monitoring, and highlight that the decision to implement any clinical decision support tool should not be a foregone conclusion.
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